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It is shown that the decay rates of the positive, monotone decreasing solutions approaching
the zero equilibrium of higher-order nonlinear difference equations are related to the positive
characteristic values of the corresponding linearized equation. If the nonlinearity is sufficiently
smooth, this result yields an asymptotic formula for the positive, monotone decreasing solutions.

1. Introduction and the Main Results

Let R, C, and Z be the set of real and complex numbers and the set of integers, respectively.
The symbol Z* denotes the set of nonnegative integers.

Recently, Aprahamian et al. [1] have studied the second-order nonlinear difference
equation

A’x(n—1) +cAx(n) + f(x(n)) =0, neZ, (1.1)

where ¢ > 0, Ax(n) = x(n + 1) — x(n) so that A?x(n - 1) = x(n + 1) — 2x(n) + x(n — 1)
and f : R — R is a Lipschitz continuous function such that f > 0in (0,1) and f = 0 is
identically in (—oo0, 0]U[1, 00). As noted in [1], (1.1) is related to the discretization of traveling
wave solutions of the Fisher-Kolmogorov partial differential equation. The main result of [1]
is the following theorem about the existence of positive, decreasing solutions of (1.1) (see [1,
Theorem 1.2] and its proof).
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Theorem 1.1. In addition to the above hypotheses on f, suppose that there exist € € (0,1) and k > 0
such that

k
Eyz’ y € [0/ 6)/ (12)

y

[ reras <
0

k+Vk%+4k <ec. (1.3)

Then (1.1) has a strictly decreasing solution x : Z* — (0, €) such that

nliir;ox(n) =0, (1.4)
i(l +0)"Ax(n—1)* < co. (1.5)
n=1

Note that in [1], solutions of (1.1) satisfying conditions (1.4) and (1.5) of Theorem 1.1
are called fast solutions.

In this paper, we give an asymptotic description of the decreasing fast solutions of
(1.1) described in Theorem 1.1. We will also consider a similar problem for the more general
higher-order equation

x(n+1)=g(x(n),x(n-1),...,x(n-k)), neZ, (1.6)

where k € Z" and g : Q — R, with Q being a convex open neighborhood of 0 in RK+1,
Throughout the paper, we will assume that the partial derivatives D;g, 1 < j < k + 1, are
continuous on © and g(0) = 0 so that (1.6) has the zero equilibrium; moreover, the mild
technical assumption

Dy118(0) #0 (1.7)

holds. We are interested in the asymptotic properties of those positive, monotone decreasing
solutions of (1.6) which tend to the zero equilibrium, that is,

lim x(n) = 0. (1.8)

n— oo

We will show that under appropriate assumptions the decay rates of these solutions are equal
to the characteristic values of the corresponding linearized equation belonging to the interval
(0,1]. Our result, combined with asymptotic theorems from [2] or [3], yields asymptotic
formulas for the positive, monotone decreasing solutions of (1.6).

Before we formulate our main theorems, we introduce some notations and definitions.
Associated with (1.6) is the linearization about the zero equilibrium, namely, the linear
homogeneous equation

k
y(n+1)=Day(n-j), nel, (1.9)
j=0
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with coefficients

By a characteristic value of (1.9), we mean a complex root of the characteristic polynomial
k .
P(z) = 28" = Y a;z", (1.11)
j=0

Thus, the set of all characteristic values of (1.9) is given by
Z(P)={¢eC|P(@) =0} (1.12)
To each ¢ € Z(P), there corresponds solutions of (1.9) of the form
y(n) =qn)¢", neZ’, (1.13)

where g is a polynomial of degree less than m((), the multiplicity of § as a root of P. Such
solutions are called characteristic solutions corresponding to ¢. If S C Z(P) is a nonempty set
of characteristic values, then by a characteristic solution corresponding to the set S, we mean a
finite sum of characteristic solutions corresponding to values ¢ € S.

Now we can formulate our main results. The first theorem applies to the positive,
monotone decreasing solutions of (1.6) provided that zero is a hyperbolic equilibrium of (1.6).
Recall that the zero equilibrium of (1.6) is hyperbolic if the linearized equation (1.9) has no
characteristic values on the unit circle {z € C | |z| = 1}.

Theorem 1.2. [n addition to the above hypotheses on g, suppose that the partial derivatives D;g,
1< j < k+1,are Lipschitz continuous on compact subsets of Q. Assume also that zero is a hyperbolic
equilibrium of (1.6). Let x be a positive, monotone decreasing solution of (1.6) satisfying (1.8). Then
the limit

(/x (1) (1.14)

exists and \ is a characteristic value of the linearized equation (1.9) belonging to the interval (0,1).
Moreover, there exists € € (0, 1) such that the asymptotic representation

x(n) =y(n)+O0((A-¢€)"), n— oo, (1.15)

holds, where y is a positive characteristic solution of the linearized equation (1.9) corresponding to the
set

S={CeZ(P)|lgl = A}. (1.16)
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In contrast to Theorem 1.2, the next result applies also in some cases when the zero
equilibrium of (1.6) is not hyperbolic.

Theorem 1.3. In addition to the hypotheses on g, suppose that the linearized equation (1.9) has
exactly one characteristic value X in the interval (0, 1]. Assume also that A is the only characteristic
value of (1.9) on the circle {z € C | |z| = A} and

m() <2, (1.17)

where m(\) is the multiplicity of A as a root of the characteristic polynomial P. Let x be a positive,
monotone decreasing solution of (1.6) satisfying (1.8). Then

lim x(n+1)
n x(n)

=\ (1.18)

Note that conclusion (1.18) of Theorem 1.3 is stronger than (1.14).
For the second-order equation (1.1), we have the following theorem which provides
new information about the decreasing fast solutions obtained by Aprahamian et al. [1].

Theorem 1.4. Adopt the hypotheses of Theorem 1.1. Let x : Z* — (0, €) be a monotone decreasing
solution of (1.1) satisfying conditions (1.4) and (1.5). If the (finite) right-hand derivative . (0) exists,
then

. ox(n+1)
nh_r)rc}o ) =14, (1.19)

where A is the unique root of the equation

_ !
2 2SO 1 (1.20)
1+c¢ 1+c

in the interval (0,1/v1 + ¢).
If f'is Lipschitz continuous on [0, 1], then (1.19) can be replaced with the stronger conclusion

lim &’;) =L for some L € (0, 00). (1.21)

n—oo

The proofs of the above theorems are given in Section 3.

2. Preliminary Results

In this section, we establish some preliminary results on linear difference equations with
asymptotically constant coefficients which will be useful in the proof of our main theorems.
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Consider the linear homogeneous difference equation
k
x(n+1) = ij(n)x(n -j), nezZ, (2.1)
j=0

where the coefficients b; : Z* — R, 0 < j < k, are asymptotically constant, that is, the (finite)
limits

aj = limb;j(n), 0<j<Kk, (2.2)
exist. We will assume that

ax #0. (2.3)

If we replace the coefficients in (2.1) with their limits, we obtain the limiting equation
k
u(m+1)=Yau(n-j), nel. (2.4)
j=0

Theorem 1.2 will be deduced from the following proposition.

Proposition 2.1. Suppose (2.2) and (2.3) hold. Assume that the convergence in (2.2) is exponential,
that is, there exists a constant 1 € (0,1) such that

bj(n) =a;+0(n"), n— oco. (2.5)
Let x be a positive, monotone decreasing solution of (2.1). Then the limit

A = lim {/x(n) (2.6)

n— oo

exists and A is a characteristic value of the limiting equation (2.4) belonging to the interval (0,1].
Moreover, there exists € € (0, 1) such that the asymptotic representation

x(n) =u(n)+O((A-¢)"), n— oo, (2.7)

holds, where u is a positive characteristic solution of the limiting equation (2.4) corresponding to the
set of characteristic values

S=1{ceZ(P) |5l =4}, (2.8)

where P is the characteristic polynomial corresponding to (2.4).
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Proof. Equation (2.1) can be written in the form

k
x(n+1) = Za]-x(n -j)+h(n), neZt, (2.9)
=0
where
k
h(n) = >, (bj(n) - a;)x(n—j), neZ. (2.10)
=0

Let X be the z-transform of x defined by

X(z) = Zx(n)z’" for z € C with |z| > 7, (2.11)
n=0

where r is the radius of convergence given by

r = lim sup W (2.12)

n—oo

The boundedness of x implies that r < 1. By the application of a Perron-type theorem (see [4,
Theorem 2] or [5, Theorem 8.47]), we conclude that » = |{| for some characteristic value ¢ of
(2.4). By virtue of (2.3), the characteristic values of (2.4) are nonzero. Therefore, r = || > 0.

From (2.5) and (2.12), we see that the radius of convergence R of the z-transform h of
h given by

R =limsup {/|h(n)| (2.13)

n—oo
satisfies the inequality

R<nr<r. (2.14)

Therefore, h is holomorphic in the region |z| > 7r. Taking the z-transform of (2.9) and using
the shifting properties

ix(n +1)z™" =zX(z) —x(0)z, |z|>71,
n=0

L (2.15)

Zx(n—j)z‘" =z7%(z) + Zx(n)z‘"‘f, |z|>r, 1<j<Kk,
n=0 j

n=-j
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it follows by easy calculations that
P(z)X(z) = F(z) for z € C with |z| >, (2.16)
where P is the polynomial given by (1.11) and
F(z) = Q(z) + zZFh(z) (2.17)

with Q given by

-1

k
Q(z) = x(0)2"" + Dla; > x(n)z"". (2.18)

=1 n=j

Since the coefficients of the z-transform X are positive, according to Prinsheim’s theorem (see
[6, Theorem 18.3] or [7, Theorem 2.1, page 262]) X has a singularity at z = r. Since h and
hence F is holomorphic in the region |z| > #r, this implies that P(r) = 0. Otherwise, (2.16)
would imply that X can be extended as a holomorphic function to a neighborhood of z = r by
X = F/P. Thus, r is a characteristic value of (2.4).

According to [4, Theorems 2 and 3], we have

nh_I)n x(n)+x(n+1)+---+x(n+k) =limsup{/x(n) =r. (2.19)

n—oo

Since x is monotone decreasing, it follows for n € Z*,

x(n)+x(n+1)+---+x(n+k) <(k+1)x(n) (2.20)
and hence
{/x(n) > ! {/x(n)+x(n+1)+---+x(n+k). (2.21)
“Vk+1 '

Letting n — oo in the last inequality, and using (2.19), we find that

liminf {/x(n) > lim {/x(n) + x(n+1) +--- + x(n + k) = limsup {/x(n) =r. (2.22)

—
n—oo — o0

This proves the existence of the limit (2.6) with A = r. Finally, conclusion (2.7) is an immediate
consequence of [2, Theorem 2.3 and Remark 2.5]. O

Theorem 1.3 can be regarded as a corollary of the following result.
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Proposition 2.2. Suppose (2.2) and (2.3) hold. Assume that the limiting equation (2.4) has exactly

one characteristic value A in the interval (0, 1]. Assume also that A is the only characteristic value of
(2.4) on the circle {z € C | |z| = A} and

m(\) <2, (2.23)

where m(A) is the multiplicity of A as a root of the characteristic polynomial corresponding to (2.4).
Let x be a positive, monotone decreasing solution of (2.1). Then

lim x(n+1) _
no x(n)

(2.24)

Before we give a proof of Proposition 2.2, we establish two lemmas.

Lemma 2.3. Suppose (2.2) and (2.3) hold. Let x be a positive, monotone decreasing solution of (2.1).
Then there exists a € (0,1) such that

x(n+1)
x(n)

<1, neZz'. (2.25)

Proof. The second inequality in (2.25) follows from the monotonicity of x. In order to prove
the first inequality, suppose by the way of contradiction that there exists a strictly increasing
sequence {n;}i5, in Z* such that

x(ni+1)
i = 0. (2.26)
From (2.1), we obtain for n € Z*,
x(n+1) & x(n—
bi(n) = ( ) Z (n 1]3 (2.27)
=0

From this and from the fact that x is monotone decreasing, we find for n € Z*,

_ _ k-1
lbr(m)] < — x(n+1) Zlb( )| EZ_,g < x(;(n'_‘;:)l) <1+Z|bj(n)|>. (2.28)
j=0

Writing n = n; + k in the last inequality, letting i — oo, and using (2.2), (2.3), and (2.26), we
obtain

0 <lax| <0, (2.29)

a contradiction. Thus, (2.25) holds for some a € (0, 1). O

The following lemma will play a key role in the proof of Proposition 2.2.
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Lemma 2.4. Suppose that (2.4) has exactly one characteristic value \ in the interval (0,1]. Assume
also that A is the only characteristic value of (2.4) on the circle {z € C | |z| = A} and (2.23) holds. Let
u:7Z — (0,00) be a positive, monotone decreasing biinfinite sequence satisfying (2.4) on Z, that is,

k
u(n+1)=dau(n-j), nel (2.30)
=0
Then
u(n) =u(0)\", neZ. (2.31)

Proof. We will prove the lemma by using a similar method as in the proof of [8, Lemma 3.2].
The radius of convergence r of the z-transform

u(z) = iu(n)z‘" (2.32)
n=0

of u is given by

r = limsup {/u(n). (2.33)

n— oo

Since u is bounded on Z*, r < 1, and [4, Theorem 2] or Lemma 2.3 implies that » > 0. Taking
the z-transform of (2.4), we obtain

P(z)ui(z) = Q(z) for z € C with |z| >, (2.34)

where P is given by (1.11) and

-1

k
Q(z) = u(0)z" + Y a; Zu(n)zk-"-f. (2.35)

j=1 n=j

Relation (2.34), combined with Pringsheim’s theorem [6, Theorem 18.3], implies that P(r) =
0. (Otherwise, i can be extended as a holomorphic function to a neighborhood of z = r by
71 =Q/P.) Since r € (0,1] and the only root of P in (0,1] is A, we have that r = \.

Define

U(z) = Y u(-n)z" for z € C with |z| <R, (2.36)
n=1

where R is the radius of convergence of the above power series given by

1
R=

~ lim sup, _, Vu(-n) .

(2.37)
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Since u is monotone decreasing, we have

{/u(-n) 2 W, neZz'. (2.38)

Therefore,

limsup {/u(-n) > 1 (2.39)

n—oo

and hence R < 1. As a solution of a constant coefficient equation, u is a sum of characteristic
solutions. Therefore,

limsup ﬁ:/u(—n < oo (2.40)

n— oo

and hence R > 0. From (2.30), we find for n € Z* and z € C,
k
u(-(n-1))z" = Zaju(—(n +7))z" (2.41)
=0

Summation from n = 1 to infinity and the definition of U yield
P(z)U(z) = -Q(z) for z € C with |z| < R, (2.42)

with Q as in (2.35). This, combined with Prinsheim’s theorem, implies that P(R) = 0. Since
R € (0,1] and the only root of P in (0,1] is A, we have that R = A. Thus, r = R = \. This,
together with (2.34) and (2.42), implies that the holomorphic function H defined on the open
setW ={zeC||z|#£1} by

{ﬁ(z) if |z| > A,
H(z) = (2.43)
-U(z) if |z| <A\
satisfies
P(z)H(z) =Q(z), zeW. (2.44)

By hypotheses, z = A is the only root of P on the circle |z| = A. Therefore, (2.44) implies that
H can be extended as a holomorphic function to C \ {1} by

H(z) = % for z € C\ {A} with |z] = \. (2.45)
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Moreover, since m (1) < 2, the function E : C\ {1} — C defined by

E(z) = (z-A)?H(z), ze€C\ {1}, (2.46)

has a removable singularity at z = . Thus, it can be regarded as an entire function. Using
(1.11), (2.35), and (2.44), we obtain for z € C \ Z(P),

H(z) = % =0(1), |z] — oo. (2.47)
Hence
E(z) = O(IzP), |zl — . (2.48)

By the application of the Extended Liouville Theorem [6, Theorem 5.11], we conclude that E
is a polynomial of degree at most 2, that is,

E(z)=az’+bz+c, z€C, (2.49)

for some a, b, ¢ € C. Since H(0) = U(0) = 0, we have

c=E(0) = \2H(0) = 0. (2.50)

Therefore,

E(z) az’> +bz  al[z(z—-\) +\z] + bz
H = = = A. .
S v v EEE 20
Hence

Hz) =d—2 a2 221 2.52
iRl ! (2.52)

where d = a + bA™!. This, together with (2.43), implies

Az z
u(z)=d +a ,
@) =d =5 +ary

2| > \. (2.53)

From this, in view of the uniqueness of the z-transform, we obtain

u(n) =dn\"+al\", nelZ". (2.54)
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From (2.43) and (2.52), we obtain

Az z

U(z) =-H(z) =_d(z—i)2 _az—l'

2| < A. (2.55)

From this and (2.36), in view of the uniqueness of the coefficients of the power series, we
obtain

u(-n) =-dn\"+al™, neZ. (2.56)

This, together with (2.54), yields

u(n) =dn\" +al*, neZ. (2.57)
From this, taking into account that u(rn) > 0 for all n € Z, we see that d = 0. Therefore, (2.57)
reduces to (2.31). O

Now we are in a position to give a proof of Proposition 2.2.

Proof of Proposition 2.2. Let a be an arbitrary accumulation point of {x(n + 1) /x(n) };—, so that
for some strictly increasing sequence {n;}:2, in Z*,

i X+ D

i— oo .'X'(Tli) (258)

In order to prove (2.24), it is enough to show that a = A. From conclusion (2.25) of Lemma 2.3
and the relation

x(n+m) x(n+1)x(n+2) x(n+m) N
= Z 2.59
x(n) x(n) x(n+1) x(n+m-1)" e Ly (2.59)
we obtain
m XAm o men,
x(n)
(2.60)
13@3“%, n>m, nmeZ".
x(n)

From (2.60), it follows by the standard diagonal choice (see the proof of [8, Theorem 1.3])
that there exists a subsequence {d;}2, of {n;};5, such that the limits

u(m) = lim x(d; +m)
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exist and are finite. Let m € Z be fixed. Writing n = d; + m in (2.1) and dividing the resulting
equation by x(d;), we obtain

M Zb(d+ m ) s, (2.62)

x(di)

where iy € Z7 is so large that d; > —m for i > ig. From this, letting i — oo and using (2.2)
and (2.61), we see that the biinfinite sequence u satisfies (2.30). Further, it is easily seen that
u inherits the monotone decreasing property of x. Finally, from estimates (2.60), we see that
u > 0 on Z. By the application of Lemma 2.4, we conclude that u has the form (2.31). Since
u(0) =1 (see (2.61)), (2.31) yields

u(n)=\", nez. (2.63)
From this and (2.61), taking into account that {d;}, is a subsequence of {n;};2,, we obtain

x(ni+1) .. x(d; +1)
a_ll—mo x(nl) _i1—>n;:> .'X'(d)

u(1) = (2.64)

O

3. Proofs of the Main Theorems

Proof of Theorem 1.2. Since g(0) = 0, from (1.6), we find for n € Z*,

'd
x(n+1) = fo %g(sx(n),sx(n -1),...,sx(n—-k))ds

k ) (3.1)
f Dig(sx(n),sx(n—-1),...,sx(n-k))ds x(n—i+1).
Thus, x is a solution of (2.1) with coefficients
1
bj(n) = f Dj,18(sx(n),sx(n-1),...,sx(n-k))ds, 0<j<k. (3.2)
0

By virtue of (1.8), the limits in (2.2) exist and are given by (1.10), that is, the limiting equation
(2.4) coincides with the linearized equation (1.9). By virtue of (1.7), hypothesis (2.3) of
Proposition 2.1 is satisfied. Let

r = lim sup ﬁ;/x(n). (3.3)

n— oo
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By virtue of the boundedness of x, r < 1. As noted in the proof of Proposition 2.1, according
to [4, Theorem 2], 1 > r = |{| for some ¢ € Z(P). Since zero is a hyperbolic equilibrium of
(1.6), || #1 for all { € Z(P). Therefore, r < 1. Choose 1 € (r,1). By virtue of (3.3),

x(n) =0(n"), n— oo. (3.4)

From this, (1.10), (3.2) and the Lipschitz continuity of the partial derivatives D;g, 1 < j <
k +1, it is easily shown that hypothesis (2.5) of Proposition 2.1 also holds. The conclusions of
Theorem 1.2 follow from Proposition 2.1. O

Proof of Theorem 1.3. As noted in the proof of Theorem 1.2, x is a solution of (2.1) with the
asymptotically constant coefficients given by (3.2) and the limiting equation of (2.1) is
the linearized equation (1.9). Further, by virtue of (1.7), condition (2.3) holds. Thus, all
hypotheses of Proposition 2.2 are satisfied and the result follows from Proposition 2.2. O

Proof of Theorem 1.4. Equation (1.1) can be written in the form

x(n+1)=

2+c 1 1 .
o Cx(n) - mf(x(n)) - mx(n -1), neZ". (3.5)

Consequently, x is a solution of the equation

2+c 1 f(x(n))
l+c 1l+c x(n)

x(n+1) = x(n) - 11Tcx(n -1), neZ". (3.6)

Suppose that f;(0) is finite. Condition (1.4), together with the positivity of x and f(0) = 0,
implies

o= tim L&D _ o) (3.7)

we x(n)

Therefore, the coefficients in (3.6) are asymptotically constant and the corresponding limiting
equation is

+Cc—«x

un+1)= T o

u(n) — }_Cu(n -1), neZ. (3.8)

1

Since f > 0 and f(0) =0, we have & = f;(0) > 0. From (1.2), it follows

v
ks tim 20 TOB_ FY)

> a, (3.9)
y—0+ yz y—=0+ Y

with the last but one equality being a consequence of L'Hospital’s rule. This, together with
(1.3), yields

a+2va<k+2Vk <k+Vk2+4k <c. (3.10)
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Hence

c—a>2/a.

The characteristic polynomial P corresponding to (3.8) is

2+c—-a 1
_ 52 _
P(z) =z T+c ~i+c
We have
PO) = — >0, P =-"30
T 14c” T 1l4c”

Further, it is easily shown that (3.11) implies that

P( 1 >_ 2 _2+c—a 1 <0
V1+c 1+c 1+c Vi+ce

15

(3.11)

(3.12)

(3.13)

(3.14)

Therefore, P has a root A in (0,1/+/1 + ¢) and the second root p of P belongs to the interval
(1/v/1+¢,1]. By the application of Poincaré’s theorem (see [5, Section 8.2] or [9, Section

2.13]), we conclude that the limit

I = lim x(n+1)
nes x(n)

exists and [ = A or [ = . Condition (1.5) implies that

Tlim (1+¢)"|x(n) - x(n - N =0.

Therefore,

x(n-1)-x(n) =0 ;n , h—
<\/1 + c)
From this and (1.4), we find that
& 1

(n) = (x()) —x(i+1))=0| —=
x\n ;.Xl X(1+ <1+C>

(3.15)

(3.16)

(3.17)

(3.18)
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Hence
x(n+1) 1
I=1 = lim {/x(n) < . 3.19
) VS e (3.19)
Since p > 1/+/1 + ¢, we have that ] = A and (1.19) holds.
Now suppose that f’is Lipschitz continuous on [0, 1]. For all large n, we have
1
|f(x(n)) — ax(n)| = Jo [f'(sx(n)) - f1(0)]dsx(n)| < Kx*(n), (3.20)
where K is the Lipschitz constant of f’ on [0, 1]. From this and (3.18), we see that
f(x(n)) —a+0 ! — |, n— co. (3.21)
x(n) (Vi+e)

This shows that the convergence of the coefficients of (3.6) to their limits is exponentially
fast. Thus, Proposition 2.1 applies and the limit relation (1.21) follows from the asymptotic
formula (2.7). O
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