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We investigate the following nonlinear first-order periodic boundary value problem on time scales:

X2 +pt)x(o(t)) = f(t,x(t), t € [0,T]p, x(0) = x(c(T)). Some new existence criteria of positive
solutions are established by using the monotone iterative technique.

1. Introduction

Recently, periodic boundary value problems (PBVPs for short) for dynamic equations on
time scales have been studied by several authors by using the method of lower and upper
solutions, fixed point theorems, and the theory of fixed point index. We refer the reader to
[1-10] for some recent results.

In this paper we are interested in the existence of positive solutions for the following
first-order PBVP on time scales:

x2(t) +p()x(o(t) = f(t,x(t), t€[0,Tly,
x(0) = x(o(T)),

(1.1)

where o will be defined in Section 2, T is a time scale, T > 0 is fixed and 0,T € T. For each
interval I of R, we denote by It = I N T. By applying the monotone iterative technique, we
obtain not only the existence of positive solution for the PBVP (1.1), but also give an iterative
scheme, which approximates the solution. It is worth mentioning that the initial term of our
iterative scheme is a constant function, which implies that the iterative scheme is significant
and feasible. For abstract monotone iterative technique, see [11] and the references therein.
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2. Some Results on Time Scales
Let us recall some basic definitions and relevant results of calculus on time scales [12-15].

Definition 2.1. For t € T, we define the forward jump operator o : T — T by

o) =inf{reT:7>t}, (2.1)
while the backward jump operator p : T — T is defined by

p(t) =sup{TeT: 7 <t}. (2.2)

In this definition we put inf@ = sup T and sup @ = inf T, where @ denotes the empty set. If
o(t) > t, we say that ¢t is right scattered, while if p(t) < ¢, we say that t is left scattered. Also, if
t <sup T and o(t) =t, then ¢ is called right dense, and if > inf T and p(t) = ¢, then ¢ is called
left dense. We also need below the set T* which is derived from the time scale T as follows. If
T has a left-scattered maximum 1, then TX = T — {m}. Otherwise, T* = T.

Definition 2.2. Assume that x : T — R is a function and let t € T*. Then x is called
differentiable at t € T if there exists a 6 € R such that, for any given € > 0, there is an
open neighborhood U of ¢ such that

|x(o(t)) —x(s) = Olo(t) —s|| < elo(t) —s|, sel. (2.3)

In this case, 0 is called the delta derivative of x at t € T and we denote it by 6 = x*(t). If
FA(t) = f(t), then we define the integral by

Jt f(s)As = F(t) - F(a). (2.4)

Definition 2.3. A function f : T — R is called rd-continuous provided that it is continuous
at right-dense points in T and its left-sided limits exist at left-dense points in T. The set of
rd-continuous functions f : T — R will be denoted by C.4.

Lemma 2.4 (see [13]). If f € Ciq and t € T, then

o(t)

f(s)As = p(t)f(b), (2.5)

where u(t) = o(t) — t is the graininess function.

Lemma 2.5 (see [13]). If f2 > 0, then f is increasing.
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Definition 2.6. For h > 0, we define the Hilger complex numbers as
1
(Ch={Z€(C:Z75_E}/ (2.6)

and for h =0, let Cy = C.

Definition 2.7. For h > 0, let Zj, be the strip

T = {zeC:—%<1m(z)§%}, 2.7)

and for h =0, let Zg = C.

Definition 2.8. For h > 0, we define the cylinder transformation ¢, : C, — Zj, by

én(z) = %Log(l + zh), (2.8)

where Log is the principal logarithm function. For h = 0, we define ¢y(z) = z for all z € C.

Definition 2.9. A functionp : T — R is regressive provided that
1+ u(tp(t)#£0, Vte Tk, (2.9)

The set of all regressive and rd-continuous functions will be denoted by R.

Definition 2.10. We define the set R* of all positively regressive elements of R by

R ={peR:1+ult)pt)>0, VteT}. (2.10)

Definition 2.11. If p € R, then the generalized exponential function is given by

ey(t,s) = exp <ft éuir) (p(T))AT), for s,t €T, (2.11)

where the cylinder transformation ¢, (z) is defined as in Definition 2.8.
Lemma 2.12 (see [13]). Ifp € R, then

) ep(t,t) =1,
(ii) ep(t,s) =1/ep(s,t),

(iii) ey (t, u)e,(u,s) = ep(t, s),

(iv) ey (t, to) = p(Hep(t to), for t € T* and tg € T.
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Lemma 2.13 (see [13]). Ifp € R* and ty € T, then

ey(t,t0) >0, VteT. (2.12)

3. Main Results

For the forthcoming analysis, we assume that the following two conditions are satisfied.

(H1) p: [0,T]r — (0, +00) is rd-continuous, which implies that p € R*.

(H2) f:[0,T]p x [0,400) — [0,+00) is continuous and f (¢, x) is nondecreasing on x.

If we denote that

1 A\
= emar °=(ia) o

then we may claim that A > 0, which implies that 0 <6 < 1.
In fact, in view of (H1) and Lemmas 2.12 and 2.13, we have

e, (t,0) = p(t)ep(t,0) >0, te[0,T]y, (3.2)
which together with Lemma 2.5 shows that e, (t, 0) is increasing on [0, o(T)]. And so,
ep(o(T),0) > e,(0,0) = 1. (3.3)

This indicates that A > 0.
Let

E={x]|x:[0,0(T)]; — R is continuous} (3.4)

be equipped with the norm |[|x|| = maxco,o(r)],|x()|. Then E is a Banach space.
First, we define two cones K and P in E as follows:

K={xeE|x(t) >0, te[0,0(T)]},
3.5
P={xeK|x(t)>06|x|, te[0,o(T)]} 5

and then we define an operator ® : K — K :

o(T)

Jt ep(s,0)f (s, x(s))As + Af

0 0

(Dx)(t) ep(s,O)f(s,x(s))As], te[0,0(T)]y.

(3.6)

1
ep(t,0)

It is obvious that fixed points of @ are solutions of the PBVP (1.1).
Since f(t, x) is nondecreasing on x, we have the following lemma.
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Lemma 3.1. ®: K — K is nondecreasing.

Lemma 3.2. @ : P — P is completely continuous.

Proof. Suppose that x € P. Then

1 t o(T)
0 < (Dx)(t) = m U ep(s,0)f(s,x(s))As + AI ep(s,O)f(s,x(s))As]

0 0

t o(T)
gf ep(s,O)f(s,x(s))As+AJ ep(s,0)f(s,x(s))As (3.7)
0 0

o(T)
<1+ A)I ep(s,0)f(s,x(s))As, te[0,0(T)]r,
0

S0,
o(T)
|Dx| < (1+ A) ep(s,0)f(s,x(s))As. (3.8)
0
Therefore,
1 t o(T)
(Dx)(t) = & 6,0) [-[0 ep(s,0)f(s,x(s))As+ A L ep(s,O)f(s,x(s))As]
A o) (3.9)
> m .[0 ep(s,0)f(s,x(s))As

> 5|0, te[0,0(T)].

This shows that @ : P — P. Furthermore, with similar arguments as in [7], we can prove that
®: P — Piscompletely continuous by Arzela-Ascoli theorem. O

Theorem 3.3. Assume that there exist two positive numbers Ry < Ry such that

. (1 + A)R1 AR2
inf f(t,6Ry) > ——~——, su t,R) < — . 3.10
te[O,T]—ﬂ-f( 1) A2O'(T) te [O,TP]Tf( 2) (1 + A)ZO'(T) ( )
Then the PBVP (1.1) has positive solutions x* and y*, which may coincide with
ORy < x*(t) <Ry, forte[0,0(T)]y, lir£1 D"xy = x¥,
n— +oo
(3.11)
OR1 <y*(t) <Ry, forte[0,0(T)]y, lim @"yy=y",

where xo(t) = Ry and yo(t) = Ry fort € [0,0(T)]y.
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Proof. First, we define

Pr,r,) = {x € P: Ry < |x|| £ Ry}

Then we may assert that
(D(P[RLRz]) C PR, r,]-

In fact, if x € Pjg, r,], then

6R; < 6||x|| < x(t) < ||x|| < Ro, for t € [0,0(T)]y,

which together with (H2) and (3.10) implies that

o(T)

Jt ep(s,0)f (s, x(s))As + AJ.

0 0

(@x) (1) = ﬁ[

A o(T)
: m J‘O eP(SrO)f(S,x(s))AS

A o(T)
> oma ), Seens

A o(T)
> ooma ), SR

Z Rl/ t e [OIO-(T)]T/

o(T)

t
(Dx)(t) = f ep(s,0)f(s,x(s))As + Af

0 0

1
ep(t,0)

t o(T)
SI ep(s,O)f(s,x(s))As+Af ey(s,0)f(s,x(s))As
0

0

o(T)
<(1+A) ep(s,0)f(s,x(s))As
0

o(T)
<(1+A)ey(o(T),0) fo f(s,x(s))As

o(T)
<(1+A)ey(o(T),0) J‘o f(s,Ry)As
<Ry, te[0,0(T)]q,

which shows that

@ (PR, R,1) C PR, R,1-

ep(s,0)f (s, x(s))AS]

ep(s,0)f (s, x(s))AS]

(3.12)

(3.13)

(3.14)

(3.15)

(3.16)
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Now, if we denote that xo(t) = R, for t € [0,0(T)], then xo € Pg, r,]- Let

Xp1 =Dx,, n=0,12,.... (3.17)

In view of ®(Pg, r,]) C P[r,,r,], we have x,, € Pg, z,, n =0,1,2,.... Since the set {x,},-, is
bounded and the operator @ is compact, we know that the set {x,},-; is relatively compact,
which implies that there exists a subsequence {x,, };2; C {x,},.; such that

Jim 2, = x° € P, ). (3.18)
Moreover, since
0<x1(t) < |lx1l| £ R = xo(t), forte [0,0(T)]y, (3.19)

it follows from Lemma 3.1 that ®x; < @xy; that is, x, < x1. By induction, it is easy to know
that

Xps1<x,, n=1,2,..., (3.20)

which together with (3.18) implies that

lim x, = x* € Pjg, r,]- (3.21)

n— -+
Since @ is continuous, it follows from (3.17) and (3.21) that

Ox* = x*, (3.22)

which shows that x* is a solution of the PBVP (1.1). Furthermore, we get from x* € P, r,]
that

6R; < 6||x*|| < x*() < ||x*]| < Ro, for t € [0,0(T)]. (3.23)

On the other hand, if we denote that yo(t) = Ry for t € [0,0(T)]; and that vy, =
@®y,,n =0,1,2,..., then we can obtain similarly that v, € Pg, ,;, n = 0,1,2,..., and there
exists a subsequence {y,, }i=; C {¥n};21 such that

lim yu, =y" € Pr, r,]- (3.24)

k—+o0
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Moreover, since

vi(t) = (Pyo) (1)

1 ! o(T)
= 60) I:I ep(s,0)f (s, yo(s))As + Aj ep(s,0)f (s, yo(s))As]

0 0

A o(T)
% &, 0(T0),0) Jo (s 0)f (5 yo(s)) As (3.25)

A o(T)
2 WJ f(s, R As

2 Ri=yo(t), te[0,0(T)ly,
it is also easy to know that

Yn < Yn+l, n= 1/ 2/ e (326)

With the similar arguments as above, we can prove that y* is a solution of the PBVP (1.1) and
satisfies

O6R1 <y*(t) <Ry, fortel0,0(T)]y. (3.27)
O

Corollary 3.4. If the following conditions are fulfilled:

t,x . t,x
lim inf fltx) _ +00, lim sup fe
x=0e[0T]y X X=F%e0r], X

0, (3.28)

then there exist two positive numbers Ry < Ry such that (3.10) is satisfied, which implies that the
PBVP (1.1) has positive solutions x* and y*, which may coincide with

ORy < x*(t) <Ry, forte[0,0(T)]y, lir£1 D"xg = x¥,
n—+oo

(3.29)
ORi <y"(t) <Ry, fort€[0,0(T)]p,  lim O"yy =y~
where xo(t) = Ry and yo(t) = Ry fort € [0,0(T)]y.
Example 3.5. Let T = [0,1] U [2,3]. We consider the following PBVP on T:
x8(t) +x(o(t) = (t+ D\/x(t), te€[0,3]y,
! (3.30)

x(0) = x(3).
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Since p(t) =1, T =[0,1] U [2,3] and T = 3, we can obtain that

o(T)=3, A=—, 6=—. (3.31)

Thus, if we choose Ry = 9/16¢%(2¢2 — 1)* and R, = 2304¢%/ (22 — 1)?, then all the conditions
of Theorem 3.3 are fulfilled. So, the PBVP (3.30) has positive solutions x* and y*, which may
coincide with

23048
9 5 <xi(t) < _230de” 5, forte[0,3]y, lim ®"xp=x",
64el2(2e2 - 1) (2e2-1) n—to
. (3.32)
2304
% <y < LEZ, for t €[0,3]y, lim ®"yo =",
64e12(2e2 - 1) (2e2-1) n—to

where x(t) = 2304¢8/ (2¢2 - 1) and yo(t) = 9/16€%(2e2 — 1)* for t € [0, 3] .
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