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#### Abstract

By using a multiple fixed point theorem (Avery-Peterson fixed point theorem) for cones, some criteria are established for the existence of three positive periodic solutions for a class of higherdimensional functional differential equations with impulses on time scales of the following form: $x^{\Delta}(t)=A(t) x(t)+f\left(t, x_{t}\right), t \neq t_{j}, t \in \mathbb{T}, x\left(t_{j}^{+}\right)=x\left(t_{j}^{-}\right)+I_{j}\left(x\left(t_{j}\right)\right)$, where $A(t)=\left(a_{i j}(t)\right)_{n \times n}$ is a nonsingular matrix with continuous real-valued functions as its elements. Finally, an example is presented to illustrate the feasibility and effectiveness of the results.
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## 1. Introduction

Impulsive delay differential equations may express several real-world simulation processes which depend on their prehistory and are subject to short-time disturbances. Such processes occur in the theory of optimal control, population dynamics, biotechnologies, economics, and so forth. Therefore, the study of this class of dynamical systems has gained prominence and it is a rapidly growing field; see, for instance, the monographs [1-4] and the references cited therein.

Recently, based on a fixed-point theorem in cones, Li et al. [5] investigated the periodicity of the following scalar system:

$$
\begin{gather*}
\dot{y}(t)=-a(t) y(t)+g(t, y(t-\tau(t))), \quad t \neq t_{j}, j \in \mathbb{Z}, \\
y\left(t_{j}^{+}\right)=y\left(t_{j}^{-}\right)+I_{j}\left(y\left(t_{j}\right)\right), \tag{1.1}
\end{gather*}
$$

where $a \in C(R,(0, \infty)), \tau \in C(\mathbb{R}, \mathbb{R}), g \in C(\mathbb{R} \times[0, \infty),[0, \infty)), I_{j} \in C([0, \infty),[0, \infty)), j \in \mathbb{Z}$, and $a(t), \tau(t)$ are $\omega$-periodic functions and $g(t, y)$ is $\omega$-periodic with respect to its first argument. It is well known that system (1.1) includes many mathematical ecological models (see [6, 7]).

Also, by using Krasnoselskii's fixed point theorem and upper and lower solutions method, Zhu and Li [8] find some sets of positive values $\lambda$ determining that there exist positive $T$-periodic solutions to the higher-dimensional functional difference equation of the form:

$$
\begin{equation*}
x(n+1)=A(n) x(n)+\lambda h(n) f(x(n-\tau(n))), \quad n \in \mathbb{Z}, \tag{1.2}
\end{equation*}
$$

where $A(n)=\operatorname{diag}\left[a_{1}(n), a_{2}(n), \ldots, a_{m}(n)\right], h(n)=\operatorname{diag}\left[h_{1}(n), h_{2}(n), \ldots, h_{m}(n)\right], a_{j}, h_{j}: \mathbb{Z} \rightarrow$ $\mathbb{R}^{+}, \tau: \mathbb{Z} \rightarrow \mathbb{Z}$ are $T$-periodic, $j=1,2, \ldots, m, T \geq 1, \lambda>0, x: \mathbb{Z} \rightarrow \mathbb{R}^{m}, f: \mathbb{R}_{+}^{m} \rightarrow \mathbb{R}_{+}^{m}$, where $\mathbb{R}_{+}^{m}=\left\{\left(x_{1}, x_{2}, \ldots, x_{m}\right)^{T} \in \mathbb{R}^{m}, x_{j} \geq 0, j=1,2, \ldots, m\right\}$.

Motivated by the above, in this paper, we consider the following system:

$$
\begin{gather*}
x^{\Delta}(t)=A(t) x(t)+f\left(t, x_{t}\right), \quad t \neq t_{j}, j \in \mathbb{Z}, t \in \mathbb{T}, \\
x\left(t_{j}^{+}\right)=x\left(t_{j}^{-}\right)+I_{j}\left(x\left(t_{j}\right)\right) \tag{1.3}
\end{gather*}
$$

where $\mathbb{T}$ is an $\omega$-periodic time scale, $A(t)=\left(a_{i j}(t)\right)_{n \times n}(t \in \mathbb{T})$ is a nonsingular matrix with continuous real-valued functions as its elements, and $A(t+\omega)=A(t) ; f=\left(f_{1}, f_{2}, \ldots, f_{n}\right)^{T}$ is a function defined on $\mathbb{T} \times C\left(\mathbb{T}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$, satisfying $f\left(t+\omega, x_{t+\omega}\right)=f\left(t, x_{t}\right)$, for all $t \in \mathbb{T}$, where $x_{t} \in C\left(\mathbb{T}, \mathbb{R}^{n}\right)$, and $x_{t}(s)=x(t+s)$, for all $s \in \mathbb{T} ; x\left(t_{j}^{+}\right)$and $x\left(t_{j}^{-}\right)$represent the right and the left limit of $x\left(t_{j}\right)$ in the sense of time scales; in addition, if $t_{j}$ is right-scattered, then $x\left(t_{j}^{+}\right)=x\left(t_{j}\right)$, whereas, if $t_{j}$ is left-scattered, then $x\left(t_{j}^{-}\right)=x\left(t_{j}\right) ; I_{j}=\left(I_{j}^{1}, I_{j}^{2}, \ldots, I_{j}^{n}\right)^{T} \in C\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), j \in \mathbb{Z}$. We assume that there exists a positive integer $p$ such that $t_{j+p}=t_{j}+\omega, I_{j+p}=I_{j}, j \in \mathbb{Z}$. For each interval $I$ of $\mathbb{R}$, we denote $I_{\mathbb{T}}=I \cap \mathbb{T}$; without loss of generality, we also assume that $[0, \omega)_{\mathbb{T}} \cap\left\{t_{j}, j \in \mathbb{Z}\right\}=\left\{t_{1}, t_{2}, \ldots, t_{p}\right\}$.

To the best of our knowledge, there are few papers published on the existence of periodic solutions for system (1.3). Our main aim of this paper is to use a multiple fixed point theorem (Avery-Peterson fixed point theorem) for cones to establish the existence of three positive periodic solutions of (1.3).

In this paper, for each $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in C\left([0, \omega]_{\mathbb{T}}, \mathbb{R}^{n}\right)$, the norm of $x$ is defined as $\|x\|=\sup _{t \in[0, \omega]_{T}}|x(t)|_{0}$, where $|x(t)|_{0}=\sum_{i=1}^{n}\left|x_{i}(t)\right|$, and when it comes to that $x(t)$ is continuous, delta derivative, delta integrable, and so forth; we mean that each element $x_{i}$ is continuous, delta derivative, delta integrable, and so forth.

The organization of this paper is as follows. In Section 2, we introduce some notations and definitions and state some preliminary results needed in later sections; then we give Green's function of (1.3), which plays an important role in this paper. In Section 3, we establish our main results for positive periodic solutions by applying Avery-Peterson fixed point theorem. In Section 4, an example is given to illustrate that our results are feasible and more general.

## 2. Preliminaries

In this section, we shall first recall some basic definitions and lemmas which are used in what follows.

Let $\mathbb{T}$ be a nonempty closed subset (time scale) of $\mathbb{R}$. The forward and backward jump operators $\sigma, \rho: \mathbb{T} \rightarrow \mathbb{T}$ and the graininess $\mu: \mathbb{T} \rightarrow \mathbb{R}^{+}$are defined, respectively, by

$$
\begin{equation*}
\sigma(t)=\inf \{s \in \mathbb{T}: s>t\}, \quad \rho(t)=\sup \{s \in \mathbb{T}: s<t\}, \quad \mu(t)=\sigma(t)-t \tag{2.1}
\end{equation*}
$$

A point $t \in \mathbb{T}$ is called left-dense if $t>\inf \mathbb{T}$ and $\rho(t)=t$, left-scattered if $\rho(t)<t$, right-dense if $t<\sup \mathbb{T}$ and $\sigma(t)=t$, and right-scattered if $\sigma(t)>t$. If $\mathbb{T}$ has a left-scattered maximum $m$, then $\mathbb{T}^{k}=\mathbb{T} \backslash\{m\}$; otherwise $\mathbb{T}^{k}=\mathbb{T}$. If $\mathbb{T}$ has a right-scattered minimum $m$, then $\mathbb{T}_{k}=\mathbb{T} \backslash\{m\}$; otherwise $\mathbb{T}_{k}=\mathbb{T}$.

A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is right-dense continuous provided that it is continuous at right-dense point in $\mathbb{T}$ and its left-side limits exist at left-dense points in $\mathbb{T}$. If $f$ is continuous at each right-dense point and each left-dense point, then $f$ is said to be a continuous function on $\mathbb{T}$. The set of continuous functions $f: \mathbb{T} \rightarrow \mathbb{R}$ will be denoted by $C(\mathbb{T})=C(\mathbb{T}, \mathbb{R})$.

For $y: \mathbb{T} \rightarrow \mathbb{R}$ and $t \in \mathbb{T}^{k}$, we define the delta derivative of $y(t), y^{\Delta}(t)$, to be the number (if it exists) with the property that for a given $\varepsilon>0$, there exists a neighborhood $U$ of $t$ such that

$$
\begin{equation*}
\left|[y(\sigma(t))-y(s)]-y^{\Delta}(t)[\sigma(t)-s]\right|<\varepsilon|\sigma(t)-s| \tag{2.2}
\end{equation*}
$$

for all $s \in U$.
If $y$ is continuous, then $y$ is right-dense continuous, and $y$ is delta differentiable at $t$, then $y$ is continuous at $t$.

Let $y$ be right-dense continuous; if $Y^{\Delta}(t)=y(t)$, then we define the delta integral by

$$
\begin{equation*}
\int_{a}^{t} y(s) \Delta s=Y(t)-Y(a) \tag{2.3}
\end{equation*}
$$

Definition 2.1 (see [9]). We say that a time scale $\mathbb{T}$ is periodic if there exists $p>0$ such that if $t \in \mathbb{T}$, then $t \pm p \in \mathbb{T}$. For $\mathbb{T} \neq \mathbb{R}$, the smallest positive $p$ is called the period of the time scale.

Definition 2.2 (see [9]). Let $\mathbb{T} \neq \mathbb{R}$ be a periodic time scale with period $p$. We say that the function $f: \mathbb{T} \rightarrow \mathbb{R}$ is periodic with period $\omega$ if there exists a natural number $n$ such that $\omega=n p, f(t+\omega)=f(t)$ for all $t \in \mathbb{T}$ and $\omega$ is the smallest number such that $f(t+\omega)=f(t)$.

If $\mathbb{T}$ is $\omega$-periodic, then $\sigma(t+\omega)=\sigma(t)+\omega$ and $\mu(t)$ is an $\omega$-periodic function.
Definition 2.3 (see [10]). An $n \times n$-matrix-valued function $A$ on a time scale $\mathbb{T}$ is called regressive (with respect to $\mathbb{T}$ ) provided that

$$
\begin{equation*}
I+\mu(t) A(t) \tag{2.4}
\end{equation*}
$$

is invertible for all $t \in \mathbb{T}^{k}$.

Definition 2.4 (see [10]). Let $t_{0} \in \mathbb{T}$ and assume that $A$ is a regressive $n \times n$-matrix-valued function. The unique matrix-valued solution of the IVP

$$
\begin{equation*}
Y^{\Delta}=A(t) Y, \quad Y\left(t_{0}\right)=I \tag{2.5}
\end{equation*}
$$

where $I$ denotes as usual the $n \times n$-identity matrix, is called the matrix exponential function (at $t_{0}$ ) and is denoted by $e_{A}\left(\cdot, t_{0}\right)$.

Lemma 2.5 (see [10]). If $A$ is a regressive $n \times n$-matrix-valued functions on $\mathbb{T}$, then
(i) $e_{0}(t, s) \equiv I$ and $e_{A}(t, t) \equiv I$;
(ii) $e_{A}(\sigma(t), s)=(I+\mu(t) A(t)) e_{A}(t, s)$;
(iii) $e_{A}(t, s)=e_{A}^{-1}(s, t)$;
(iv) $e_{A}(t, s) e_{A}(s, r)=e_{A}(t, r)$.

Lemma 2.6 (see [10]). Let $A$ be a regressive $n \times n$-matrix-valued function on $\mathbb{T}$ and suppose that $f: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is $r$ d-continuous. Let $t_{0} \in \mathbb{T}$ and

$$
\begin{equation*}
y^{\Delta}=A(t) y+f(t), \quad y\left(t_{0}\right)=y_{0} \tag{2.6}
\end{equation*}
$$

has a unique solution $y: \mathbb{T} \rightarrow \mathbb{R}^{n}$. Moreover, the solution is given by

$$
\begin{equation*}
y(t)=e_{A}\left(t, t_{0}\right) y_{0}+\int_{t_{0}}^{t} e_{A}(t, \sigma(\tau)) f(\tau) \Delta \tau \tag{2.7}
\end{equation*}
$$

In what follows, we assume that
$\left(P_{1}\right) f\left(t, x_{t}\right)$ is a continuous function of $t$ for each $x \in C\left(\mathbb{T}, \mathbb{R}^{n}\right)$,
$\left(P_{2}\right)$ for any $L>0$ and $\varepsilon>0$, there exists $\delta>0$, such that

$$
\begin{equation*}
\left\{x, y \in C\left(\mathbb{T}, \mathbb{R}^{n}\right),\|x\| \leq L,\|y\| \leq L,\|x-y\|<\delta\right\} \tag{2.8}
\end{equation*}
$$

imply

$$
\begin{equation*}
\left|f\left(t, x_{t}\right)-f\left(t, y_{t}\right)\right|_{0}<\varepsilon, \quad \forall t \in[0, \omega]_{\mathbb{T}} \tag{2.9}
\end{equation*}
$$

$\left(P_{3}\right)$ the coefficient matrix $A$ is a regressive $n \times n$-matrix-valued function on $\mathbb{T}$.
Lemma 2.7. Let $A$ be a regressive $n \times n$-matrix-valued function on $\mathbb{T}$, then the function $x(t)$ is an $\omega$-periodic solution of (1.3), if and only if $x(t)$ is an $\omega$-periodic solution of the following:

$$
\begin{equation*}
x(t)=\int_{t}^{t+\omega} G(t, s) f\left(s, x_{s}\right) \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} G\left(t, t_{j}\right) e_{A}\left(\sigma\left(t_{j}\right), t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right) \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
G(t, s)=\left[e_{A}(0, \omega)-I\right]^{-1} e_{A}(t, \sigma(s)):=\left(G_{i k}\right)_{n \times n} . \tag{2.11}
\end{equation*}
$$

Proof. If $x(t)$ is an $\omega$-periodic solution of (1.3). For any $t \in \mathbb{T}$, there exists $j \in \mathbb{Z}$ such that $t_{j}$ is the first impulsive point after $t$. By using Lemma 2.6, for $s \in\left[t, t_{j}\right]_{\mathbb{T}}$, we have

$$
\begin{equation*}
x(s)=e_{A}(s, t) x(t)+\int_{t}^{s} e_{A}(s, \sigma(\theta)) f\left(\theta, x_{\theta}\right) \Delta \theta \tag{2.12}
\end{equation*}
$$

then

$$
\begin{equation*}
x\left(t_{j}\right)=e_{A}\left(t_{j}, t\right) x(t)+\int_{t}^{t_{j}} e_{A}\left(t_{j}, \sigma(\theta)\right) f\left(\theta, x_{\theta}\right) \Delta \theta \tag{2.13}
\end{equation*}
$$

Again using Lemma 2.6 and the equality (2.13), for $s \in\left(t_{j}, t_{j+1}\right]_{\mathbb{T}}$, then

$$
\begin{align*}
x(s) & =e_{A}\left(s, t_{j}\right) x\left(t_{j}^{+}\right)+\int_{t_{j}}^{s} e_{A}(s, \sigma(\theta)) f\left(\theta, x_{\theta}\right) \Delta \theta \\
& =e_{A}\left(s, t_{j}\right) x\left(t_{j}\right)+\int_{t_{j}}^{s} e_{A}(s, \sigma(\theta)) f\left(\theta, x_{\theta}\right) \Delta \theta+e_{A}\left(s, t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right)  \tag{2.14}\\
& =e_{A}(s, t) x(t)+\int_{t}^{s} e_{A}(s, \sigma(\theta)) f\left(\theta, x_{\theta}\right) \Delta \theta+e_{A}\left(s, t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right)
\end{align*}
$$

Repeating the above process for $s \in[t, t+\omega]_{\mathbb{T}}$, we have

$$
\begin{equation*}
x(s)=e_{A}(s, t) x(t)+\int_{t}^{s} e_{A}(s, \sigma(\theta)) f\left(\theta, x_{\theta}\right) \Delta \theta+\sum_{j: t_{j} \in[t, s)_{\mathbb{T}}} e_{A}\left(s, t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right) . \tag{2.15}
\end{equation*}
$$

Let $s=t+\omega$ in the above equality, we have

$$
\begin{align*}
x(t+\omega)= & e_{A}(t+\omega, t) x(t)+\int_{t}^{t+\omega} e_{A}(t+\omega, \sigma(\theta)) f\left(\theta, x_{\theta}\right) \Delta \theta  \tag{2.16}\\
& +\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} e_{A}\left(t+\omega, t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right)
\end{align*}
$$

Noticing that $x(t+\omega)=x(t)$ and $e_{A}(t, t+\omega)=e_{A}(0, \omega)$, we find that $x$ satisfies (2.10).

Let $x$ be an $\omega$-periodic solution of (2.10). If $t \neq t_{i}, i \in \mathbb{Z}$, from (2.10), we have

$$
\begin{align*}
x^{\Delta}(t) & =G(\sigma(t), t+\omega) f\left(t+\omega, x_{t+\omega}\right)-G(\sigma(t), t) f\left(t, x_{t}\right)+A(t) x(t)  \tag{2.17}\\
& =A(t) x(t)+f\left(t, x_{t}\right)
\end{align*}
$$

If $t=t_{i}, i \in \mathbb{Z}$, then by (2.10), we get

$$
\begin{align*}
x\left(t_{i}^{+}\right)-x\left(t_{i}^{-}\right)= & \sum_{j: t_{j} \in\left[t_{i}^{+}, t_{i}^{+}+\omega\right)_{\mathbb{T}}} G\left(t_{i}, t_{j}\right) e_{A}\left(\sigma\left(t_{j}\right), t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right) \\
& -\sum_{j: t_{j} \in\left[t_{i}^{-}, t_{i}^{-}+\omega\right)_{\mathbb{T}}} G\left(t_{i}, t_{j}\right) e_{A}\left(\sigma\left(t_{j}\right), t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right)  \tag{2.18}\\
= & G\left(t_{i}, t_{i}+\omega\right) e_{A}\left(\sigma\left(t_{i}+\omega\right), t_{i}+\omega\right) I_{i}\left(x\left(t_{i}+\omega\right)\right) \\
& -G\left(t_{i}, t_{i}\right) e_{A}\left(\sigma\left(t_{i}\right), t_{i}\right) I_{i}\left(x\left(t_{i}\right)\right) \\
= & I_{i}\left(x\left(t_{i}\right)\right) .
\end{align*}
$$

So we know that $x$ is also an $\omega$-periodic solution of (1.3). This completes the proof of Lemma 2.7.

Definition 2.8. Let $X$ be a Banach space and let $K$ be a closed nonempty subset of $X$; $K$ is a cone if:
(1) $\alpha u+\beta v \in K$ for all $u, v \in K$ and all $\alpha, \beta \geq 0$;
(2) $u,-u \in K$ imply $u=0$.

Define $K_{r}=\{x \in K \mid\|x\| \leq r\}$. Let $\alpha(x)$ denote the positive continuous concave functional on $K$; that is, $\alpha: K \rightarrow[0,+\infty)$ is continuous and satisfying

$$
\begin{equation*}
\alpha(\lambda x+(1-\lambda) y) \geq \lambda \alpha(x)+(1-\lambda) \alpha(y), \quad \text { for any } x, y \in K, 0<\lambda<1 \tag{2.19}
\end{equation*}
$$

and we denote set $K(\alpha, a, b)=\{x \mid x \in K, a \leq \alpha(x),\|x\| \leq b\}$.
Let $\gamma$ and $\theta$ be nonnegative continuous convex functionals on $K$, let $\alpha$ be a nonnegative continuous concave functional on $K$, and let $\psi$ be a nonnegative continuous functional on $K$. Then for positive real numbers $a, b, c$, and $d$, we define the following convex sets:

$$
\begin{gather*}
K(\gamma, d)=\{x \in K \mid \gamma(x)<d\} \\
K(\gamma, \alpha, b, d)=\{x \in K \mid b \leq \alpha(x), \gamma(x) \leq d\}  \tag{2.20}\\
K(\gamma, \theta, \alpha, b, c, d)=\{x \in K \mid b \leq \alpha(x), \theta(x) \leq c, \gamma(x) \leq d\},
\end{gather*}
$$

and a closed set $R(\gamma, \psi, a, d)=\{x \in K \mid a \leq \psi(x), \gamma(x)<d\}$.

The following fixed point theorem due to Avery and Peterson is important in the proof of our main result.

Theorem 2.9 (Avery-Peterson [11]). Let $\gamma$ and $\theta$ be nonnegative continuous convex functionals on $K$, let $\alpha$ be a nonnegative continuous concave functional on $K$, and let $\psi$ be a nonnegative continuous functional on $K$ satisfying $\psi(\rho x) \leq \rho \psi(x)$ for $0 \leq \rho \leq 1$, such that for some positive numbers $E$ and d

$$
\begin{equation*}
\alpha(x) \leq \psi(x), \quad\|x\| \leq E \gamma(x) \tag{*}
\end{equation*}
$$

for all $x \in \overline{K(\gamma, d)}$. Suppose that $H: \overline{K(\gamma, d)} \rightarrow \overline{K(\gamma, d)}$ is completely continuous and there exist positive numbers $a, b$, and $c$ with $a<b$ such that
(1) $\{x \in K(\gamma, \theta, \alpha, b, c, d) \mid \alpha(x)>b\} \neq \emptyset$ and $\alpha(H x)>b$ for $x \in K(\gamma, \theta, \alpha, b, c, d)$,
(2) $\alpha(H x)>b$, for $x \in K(\gamma, \alpha, b, d)$ with $\theta(H x)>c$,
(3) $0 \notin R(\gamma, \psi, a, d)$ and $\psi(H x)<a$ for $x \in R(\gamma, \psi, a, d)$ with $\psi(x)=a$.

Then $H$ has at least three fixed points $x_{1}, x_{2}, x_{3} \in \overline{K(\gamma, d)}$ such that

$$
\begin{gather*}
\gamma\left(x_{i}\right) \leq d \quad \text { for } i=1,2,3, \quad b<\alpha\left(x_{1}\right), \\
a<\psi\left(x_{2}\right), \quad \text { with } \alpha\left(x_{2}\right)<b, \quad \psi\left(x_{3}\right)<a . \tag{2.21}
\end{gather*}
$$

In order to obtain the existence of periodic solutions of system (1.3), we make the following preparations.

Define

$$
\begin{gather*}
P C(\mathbb{T})=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}: \mathbb{T} \longrightarrow \mathbb{R}^{n}\left|x_{i}\right|_{\left[t_{j}, t_{j+1}\right)_{\mathbb{T}}} \in C\left(\left(t_{j}, t_{j+1}\right)_{\mathbb{T}}, \mathbb{R}\right)\right. \\
\left.\exists x\left(t_{j}^{-}\right)=x\left(t_{j}\right), x\left(t_{j}^{+}\right), j \in \mathbb{Z}, i=1,2, \ldots, n\right\} \tag{2.22}
\end{gather*}
$$

Set

$$
\begin{equation*}
X=\{x(t): x(t) \in P C(\mathbb{T}), x(t+\omega)=x(t)\} \tag{2.23}
\end{equation*}
$$

with the norm defined by $\|x\|=\sup _{t \in[0, \omega]_{\mathbb{T}}}|x(t)|_{0}$, where $|x(t)|_{0}=\sum_{i=1}^{n}\left|x_{i}(t)\right|$, then $X$ is a Banach space.

For convenience, we introduce the following notations:

$$
\begin{align*}
& G(t, s) e_{A}(\sigma(s), s)=\left[e_{A}(0, \omega)-I\right]^{-1} e_{A}(t, \sigma(s)) e_{A}(\sigma(s), s) \\
& =\left[e_{A}(0, \omega)-I\right]^{-1} e_{A}(t, s) \\
& =E(t, s) \\
& :=\left(E_{i k}\right)_{n \times n}, \quad \text { for } t, s \in \mathbb{T}, i, k=1,2, \ldots, n, \\
& A_{0}:=\min _{1 \leq i, k \leq n} \inf _{s, t \in[0, \omega]_{\mathbb{T}}}\left|G_{i k}(t, s)\right|, \quad B_{0}:=\max _{1 \leq i, k \leq n} \sup _{s, t \in[0, \omega]_{\mathbb{T}}}\left|G_{i k}(t, s)\right| \text {, } \\
& A_{1}:=\min _{1 \leq i, k \leq n} \inf _{s, t \in[0, \omega]_{\mathbb{T}}}\left|E_{i k}(t, s)\right|, \quad B_{1}:=\max _{1 \leq i, k \leq n} \sup _{s, t \in[0, \omega]_{\mathbb{T}}}\left|E_{i k}(t, s)\right|,  \tag{2.24}\\
& A_{2}:=\min \left\{A_{0}, A_{1}\right\}, \quad B_{2}:=\max \left\{B_{0}, B_{1}\right\}, \\
& A_{3}:=\min _{1 \leq k \leq n} \inf _{s, t \in[0, \omega]_{\mathbb{T}}}\left|\sum_{i=1}^{n} G_{i k}(t, s)\right|, \quad B_{3}:=\max _{1 \leq k \leq n} \sup _{s, t \in[0, \omega]_{\mathbb{T}}}\left|\sum_{i=1}^{n} G_{i k}(t, s)\right| \text {, } \\
& A_{4}:=\min _{1 \leq k \leq n, t \in[0, \omega]_{\mathbb{T}}} \inf _{\mid}\left|\sum_{i=1}^{n} E_{i k}(t, s)\right|, \quad B_{4}:=\max _{1 \leq k \leq n} \sup _{s, t \in[0, \omega]_{\mathbb{T}}}\left|\sum_{i=1}^{n} E_{i k}(t, s)\right| \text {, } \\
& A_{5}:=\min \left\{A_{3}, A_{4}\right\}, \quad B_{5}:=\max \left\{B_{3}, B_{4}\right\} .
\end{align*}
$$

Hereafter, we assume that
$\left(P_{4}\right) A_{i}>0, B_{i}>0, i=0,1, \ldots, 5$,
$\left(P_{5}\right) G_{i k} f_{k}>0, E_{i k} I_{j}^{k}>0$, for all $i, k=1,2, \ldots, n, j \in \mathbb{Z}$.
Let

$$
\begin{equation*}
K=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in X: x_{i} \geq \delta\left\|x_{i}\right\|, t \in[0, \omega]_{\mathbb{T}}, i=1,2, \ldots, n\right\} \tag{2.25}
\end{equation*}
$$

where $\delta=A_{2} / B_{2} \in(0,1)$ and $A_{2}, B_{2}$ are defined above. Obviously, $K$ is a cone in $X$.
Now we claim that

$$
\begin{equation*}
e_{A}(\sigma(s+\omega), t+\omega)=e_{A}(\sigma(s), t) \tag{2.26}
\end{equation*}
$$

In fact

$$
\begin{equation*}
e_{A}(\sigma(s+\omega), t+\omega)=e_{A}(\sigma(s)+\omega, t+\omega)=e_{A}(\sigma(s), t) \tag{2.27}
\end{equation*}
$$

Similarly, we can get $e_{A}(t+\omega, \sigma(s+\omega))=e_{A}(t, \sigma(s))$, then $G(t+\omega, s+\omega)=G(t, s)$.
Define a mapping $H$ by

$$
\begin{equation*}
(H x)(t)=\int_{t}^{t+\omega} G(t, s) f\left(s, x_{s}\right) \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} G\left(t, t_{j}\right) e_{A}\left(\sigma\left(t_{j}\right), t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right) \tag{2.28}
\end{equation*}
$$

that is,

$$
\begin{equation*}
(H x)(t)=\int_{t}^{t+\omega} G(t, s) f\left(s, x_{s}\right) \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} E\left(t, t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right) \tag{2.29}
\end{equation*}
$$

for all $x \in K, t \in \mathbb{T}$, where $G(t, s)$ is defined by (2.11) and

$$
\begin{equation*}
(H x)(t)=\left(\left(H_{1} x\right)(t),\left(H_{2} x\right)(t), \ldots,\left(H_{n} x\right)(t)\right)^{T} \tag{2.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(H_{i} x\right)(t)=\int_{t}^{t+\omega} \sum_{k=1}^{n} G_{i k} f_{k}\left(s, x_{s}\right) \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} \sum_{k=1}^{n} E_{i k} I_{j}^{k}\left(x\left(t_{j}\right)\right), \quad i=1,2, \ldots, n \tag{2.31}
\end{equation*}
$$

In the following, we will give some lemmas concerning $K$ and $H$ defined by (2.25) and (2.29), respectively.

Lemma 2.10. Assume that $\left(P_{1}\right)$ and $\left(P_{3}\right)-\left(P_{5}\right)$ hold, then $H: K \rightarrow K$ is well defined.
Proof. For any $x \in K$, it is clear that $H x \in P C(\mathbb{T})$. In view of (2.29), for $t \in \mathbb{T}$, we obtain

$$
\begin{align*}
(H x)(t+\omega)= & \int_{t+\omega}^{t+2 \omega} G(t+\omega, s) f\left(s, x_{s}\right) \Delta s+\sum_{j: t_{j} \in[t+\omega, t+2 \omega)_{\mathbb{T}}} G\left(t+\omega, t_{j}\right) e_{A}\left(\sigma\left(t_{j}\right), t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right) \\
= & \int_{t}^{t+\omega} G(t+\omega, u+\omega) f\left(u+\omega, x_{u+\omega}\right) \Delta u \\
& +\sum_{k: t_{k} \in[t, t+\omega)_{\mathbb{T}}} G\left(t+\omega, t_{k}+\omega\right) e_{A}\left(\sigma\left(t_{k}+\omega\right), t_{k}+\omega\right) I_{k}\left(x\left(t_{k}+\omega\right)\right) \\
= & \int_{t}^{t+\omega} G(t, u) f\left(u, x_{u}\right) \Delta u+\sum_{k: t_{k} \in[t, t+\omega)_{\mathbb{T}}} G\left(t, t_{k}\right) e_{A}\left(\sigma\left(t_{k}\right), t_{k}\right) I_{k}\left(x\left(t_{k}\right)\right) \\
= & (H x)(t) . \tag{2.32}
\end{align*}
$$

That is, $(H x)(t+\omega)=(H x)(t), t \in \mathbb{T}$. So $H x \in X$.

For any $x \in K$, for all $t \in[0, \omega]_{\mathbb{T}}$, we have

$$
\begin{align*}
\left|H_{i} x\right| & =\left|\int_{t}^{t+\omega} \sum_{k=1}^{n} G_{i k} f_{k} \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} \sum_{k=1}^{n} E_{i k} I_{j}^{k}\right| \\
& \leq \int_{t}^{t+\omega} \sum_{k=1}^{n}\left|G_{i k}\right|\left|f_{k}\right| \Delta s+\sum_{j: t ;[t, t+\omega)_{\mathbb{T}}} \sum_{k=1}^{n}\left|E_{i k}\right|\left|I_{j}^{k}\right|  \tag{2.33}\\
& \leq B_{2}\left(\int_{t}^{t+\omega} \sum_{k=1}^{n}\left|f_{k}\right| \Delta s+\sum_{j: t ; \in[t, t+\omega)_{\mathbb{T}}} \sum_{k=1}^{n}\left|I_{j}^{k}\right|\right), \quad i=1,2, \ldots, n .
\end{align*}
$$

So

$$
\begin{equation*}
\left\|H_{i} x\right\|=\sup _{t \in[0, \omega]_{\mathrm{T}}}\left|H_{i} x\right| \leq B_{2}\left(\int_{t}^{t+\omega} \sum_{k=1}^{n}\left|f_{k}\right| \Delta s+\sum_{j: t ;\left[[t, t+\omega)_{\mathrm{T}}\right.} \sum_{k=1}^{n}\left|I_{j}^{k}\right|\right), \quad i=1,2, \ldots, n . \tag{2.34}
\end{equation*}
$$

And by $\left(P_{5}\right)$, we get

$$
\begin{aligned}
\left(H_{i} x\right)(t) & =\int_{t}^{t+\omega} \sum_{k=1}^{n} G_{i k} f_{k} \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} \sum_{k=1}^{n} E_{i k} I_{j}^{k} \\
& =\int_{t}^{t+\omega} \sum_{k=1}^{n}\left|G_{i k}\right|\left|f_{k}\right| \Delta s+\sum_{j: t ;\left[[t, t+\omega)_{\mathbb{T}}\right.} \sum_{k=1}^{n}\left|E_{i k}\right|\left|I_{j}^{k}\right| \\
& \geq A_{2}\left(\int_{t}^{t+\omega} \sum_{k=1}^{n}\left|f_{k}\right| \Delta s+\sum_{j: t ; j \in[t, t+\omega)_{\mathbb{T}}} \sum_{k=1}^{n}\left|I_{j}^{k}\right|\right) \\
& =\frac{A_{2}}{B_{2}} B_{2}\left(\int_{t}^{t+\omega} \sum_{k=1}^{n}\left|f_{k}\right| \Delta s+\sum_{j: t t_{j}\left[[t, t+\omega)_{\mathbb{T}}\right.} \sum_{k=1}^{n}\left|I_{j}^{k}\right|\right) \\
& \geq \delta\left\|H_{i} x\right\|, \quad i=1,2, \ldots, n .
\end{aligned}
$$

That is, $H x \in K$. This completes the proof.
Lemma 2.11. Assume that $\left(P_{1}\right)-\left(P_{5}\right)$ hold, then $H: K \rightarrow K$ is completely continuous.
Proof. We first show that $H$ is continuous. By $\left(P_{2}\right)$, for any $L>0$ and $\varepsilon>0$, there exists a $\delta>0$ such that

$$
\begin{equation*}
\left\{x, y \in C\left(\mathbb{T}, \mathbb{R}^{n}\right),\|x\| \leq L,\|y\| \leq L,\|x-y\|<\delta\right\} \tag{2.36}
\end{equation*}
$$

imply

$$
\begin{equation*}
\left|f\left(t, x_{t}\right)-f\left(t, y_{t}\right)\right|_{0}<\frac{\varepsilon}{2 B_{5} \omega^{\prime}} \tag{2.37}
\end{equation*}
$$

and since $I_{j} \in C\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, we have

$$
\begin{equation*}
\left|I_{j}(x)-I_{j}(y)\right|_{0}<\frac{\varepsilon}{2 B_{5} p^{\prime}}, \quad j \in \mathbb{Z} \tag{2.38}
\end{equation*}
$$

If $x, y, \in K$ with $\|x\| \leq L,\|y\| \leq L,\|x-y\|<\delta$, then

$$
\begin{align*}
|(H x)(t)-(H y)(t)|_{0} \leq & \sum_{i=1}^{n} \mid \int_{t}^{t+\omega} \sum_{k=1}^{n} G_{i k} f_{k}\left(s, x_{s}\right) \Delta s+\sum_{j: t ; \in[t, t+\omega)_{\mathbb{T}}} \sum_{k=1}^{n} E_{i k} I_{j}^{k}\left(x\left(t_{j}\right)\right) \\
& -\int_{t}^{t+\omega} \sum_{k=1}^{n} G_{i k} f_{k}\left(s, y_{s}\right) \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} \sum_{k=1}^{n} E_{i k} I_{j}^{k}\left(y\left(t_{j}\right)\right) \mid \\
\leq & \int_{t}^{t+\omega} \sum_{k=1}^{n}\left|\sum_{i=1}^{n} G_{i k}\right|\left|f\left(s, x_{s}\right)-f\left(s, y_{s}\right)\right| \Delta s \\
& +\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} \sum_{k=1}^{n}\left|\sum_{i=1}^{n} E_{i k}\right|\left|I_{j}^{k}\left(x\left(t_{j}\right)\right)-I_{j}^{k}\left(y\left(t_{j}\right)\right)\right|  \tag{2.39}\\
< & B_{5}\left(\int_{t}^{t+\omega}\left|f\left(s, x_{s}\right)-f\left(s, y_{s}\right)\right|_{0} \Delta s+\sum_{j=1}^{p}\left|I_{j}(x)-I_{j}(y)\right|_{0}\right) \\
< & B_{5}\left(\omega \frac{\varepsilon}{2 B_{5} \omega}+p \frac{\varepsilon}{2 B_{5} p}\right) \\
= & \varepsilon
\end{align*}
$$

for all $t \in[0, \omega]_{\mathbb{T}}$, which yields $\|H x-H y\|=\sup _{t \in[0, \omega]_{\mathbb{T}}}|(H x)(t)-(H y)(t)|_{0}<\varepsilon$; thus $H$ is continuous.

Next, we show that $H$ maps any bounded sets in $K$ into relatively compact sets. Now we first prove that $f$ maps bounded sets into bounded sets. Indeed, let $\varepsilon=1$, by $\left(P_{2}\right)$, for any $v>0$, there exists $\delta>0$ such that $\left\{x, y \in C\left(\mathbb{T}, \mathbb{R}^{n}\right),\|x\| \leq v,\|y\| \leq v,\|x-y\|<\delta, s \in[0, \omega]_{\mathbb{T}}\right\}$ imply

$$
\begin{gather*}
\left|f\left(s, x_{s}\right)-f\left(s, y_{s}\right)\right|_{0}<1  \tag{2.40}\\
\left|I_{j}(x)-I_{j}(y)\right|_{0}<1, \quad j \in \mathbb{Z}
\end{gather*}
$$

Choose a positive integer $N$ such that $v / N<\delta$. Let $x \in C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ and define $x^{k}(t)=x(t) k / N$, $k=0,1,2, \ldots, N$. If $\|x\|<v$, then

$$
\begin{equation*}
\left\|x^{k}-x^{k-1}\right\|=\sup _{t \in[0, \omega]_{\mathbb{T}}}\left|\frac{x(t) k}{N}-\frac{x(t)(k-1)}{N}\right|_{0} \leq\|x\| \frac{1}{N} \leq \frac{v}{N}<\delta . \tag{2.41}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left|f\left(s, x_{s}^{k}\right)-f\left(s, x_{s}^{k-1}\right)\right|_{0}<1 \tag{2.42}
\end{equation*}
$$

for all $s \in[0, \omega]_{\mathbb{T}}$, and

$$
\begin{equation*}
\left|I_{j}\left(x^{k}\left(t_{j}\right)\right)-I_{j}\left(x^{k}\left(t_{j}\right)\right)\right|_{0}<1, \quad j \in \mathbb{Z} \tag{2.43}
\end{equation*}
$$

and these yield

$$
\begin{align*}
\left|f\left(s, x_{s}\right)\right|_{0} & =\left|f\left(s, x_{s}^{N}\right)\right|_{0} \\
& \leq \sum_{k=1}^{N}\left|f\left(s, x_{s}^{k}\right)-f\left(s, x_{s}^{k-1}\right)\right|_{0}+|f(s, 0)|_{0} \\
& <N+\sup _{s \in[0, \omega]_{\mathbb{T}}}|f(s, 0)|_{0}=: W  \tag{2.44}\\
\left|I_{j}\left(x\left(t_{j}\right)\right)\right|_{0} & =\left|I_{j}\left(x^{N}\left(t_{j}\right)\right)\right|_{0} \\
& \leq \sum_{k=1}^{N}\left|I_{j}\left(x^{N}\left(t_{j}\right)\right)-I_{j}\left(x^{N-1}\left(t_{j}\right)\right)\right|_{0}+\left|I_{j}(0)\right|_{0} \\
& <N+\left|I_{j}(0)\right|_{0}=: U, \quad j \in \mathbb{Z} .
\end{align*}
$$

It follows from (2.30)-(2.44) that for $t \in[0, \omega]_{\mathbb{T}}$,

$$
\begin{align*}
\|H x\| & =\sup _{t \in[0, \omega]_{\mathrm{T}}} \sum_{i=1}^{n}\left|\left(H_{i} x\right)(t)\right| \leq \sum_{i=1}^{n} B_{5}\left(\int_{0}^{\omega}\left|f_{k}\right| \Delta s+\sum_{j=1}^{p}\left|I_{j}^{k}\right|\right)  \tag{2.45}\\
& =B_{5}\left(|f|_{0} \omega+p|I|_{0}\right) \leq B_{5}(W \omega+p U):=D .
\end{align*}
$$

Finally, for $t \in \mathbb{T}$, we have

$$
\begin{equation*}
(H x)^{\Delta}(t)=A(t)(H x)(t)+f\left(t, x_{t}\right) \tag{2.46}
\end{equation*}
$$

So

$$
\begin{equation*}
\left|(H x)^{\Delta}(t)\right|_{0} \leq|A(t)(H x)(t)|_{0}+\left|f\left(t, x_{t}\right)\right|_{0} \leq|A| D+W, \tag{2.47}
\end{equation*}
$$

where $|A|=\max _{1 \leq i \leq n} \sup _{t \in[0, \omega]_{\pi}} \sum_{j=1}^{n}\left|a_{i j}(t)\right|$.
Hence, $\{H x: x \in K,\|x\| \leq v\}$ is a family of uniformly bounded and equicontinuous functions on $[0, \omega]_{\mathbb{T}}$. By a theorem of Arzela-Ascoli, we know that the function $H$ is completely continuous. The proof is complete.

## 3. Main Result

Now, we fix $\eta, l \in[0, \omega]_{\mathbb{T}}, \eta \leq l$, and let the nonnegative continuous concave functional $\alpha$, the nonnegative continuous functionals $\theta, \gamma$ and the nonnegative continuous concave function $\psi$ be defined on the cone $K$ by

$$
\begin{equation*}
\alpha(x)=\inf _{t \in[\eta, l]_{\mathbb{T}}}|x(t)|_{0}, \quad \psi(x)=\theta(x)=\sup _{t \in[0, \omega]_{\mathbb{T}}}|x(t)|_{0}, \quad \gamma(x)=\sup _{t \in[0, \omega]_{\mathrm{T}}}|(\Phi x)(t)|_{0}, \tag{3.1}
\end{equation*}
$$

respectively, where $(\Phi x)(t)=\int_{0}^{\omega} h(t, s) x(s) \Delta s, h(t, s) \in C\left(\mathbb{T}^{2}, \mathbb{R}\right)$.
The functionals defined above satisfy the following relations:

$$
\begin{equation*}
\alpha(x) \leq \psi(x)=\theta(x), \quad \forall x \in K . \tag{3.2}
\end{equation*}
$$

Lemma 3.1. For $x \in K$, there exists a constant $E>0$ such that

$$
\begin{equation*}
\sup _{t \in[0, \omega]_{\mathbb{T}}}|x(t)|_{0} \leq E \sup _{t \in[0, \omega]_{\mathbb{T}}}|(\Phi x)(t)|_{0} . \tag{3.3}
\end{equation*}
$$

Proof. For $x \in K$, we have

$$
\begin{align*}
\sup _{t \in[0, \omega]_{\mathbb{T}}}|(\Phi x)(t)|_{0} & =\sup _{t \in[0, \omega]_{\mathbb{T}}} \int_{0}^{\omega}|h(t, s) \| x(s)|_{0} \Delta s \\
& \geq \delta\|x\|_{t \in[0, \omega]_{\mathbb{T}}} \int_{0}^{\omega}|h(t, s)| \Delta s  \tag{3.4}\\
& =L \delta \sup _{t \in[0, \omega]_{\mathbb{T}}}|x(t)|_{0},
\end{align*}
$$

where $L:=\sup _{t \in[0, \omega]_{\mathrm{T}}} \int_{0}^{\omega}|h(t, s)| \Delta s$. Setting $E:=1 / L \delta$. This completes the proof.
Moreover, for each $x \in K$,

$$
\begin{equation*}
\|x\|=\sup _{t \in[0, \omega]_{\mathrm{T}}}|x(t)|_{0} \leq \frac{\sup _{t \in[0, \omega]_{\mathrm{T}}}|(\Phi x)(t)|_{0}}{L \delta}=E \gamma(x) . \tag{3.5}
\end{equation*}
$$

We also find that $\psi(\rho x)=\rho \psi(x)$ for $\forall \rho \in[0,1]_{\mathbb{T}}$, for all $x \in K$. Therefore, by (3.5) the condition $(*)$ of Theorem 2.9 is satisfied. For convenience in the following discussion, we introduce the following notations:

$$
\begin{equation*}
I_{1}^{M}=\max _{0 \leq|u|_{0} \leq E d} \sum_{j=1}^{p}\left|I_{j}(u)\right|_{0^{\prime}} \quad I_{2}^{M}=\max _{0 \leq|u|_{0} \leq a} \sum_{j=1}^{p}\left|I_{j}(u)\right|_{0^{\prime}} \quad I^{m}=\min _{b \leq|u|_{0} \leq b / \delta} \sum_{j=1}^{p}\left|I_{j}(u)\right|_{0} \tag{3.6}
\end{equation*}
$$

To present our main result, we assume that there exist constants $a, b, d>0$ with $a<$ $b<b / \delta<d / L$ such that
$\left(S_{1}\right)|f(t, u)|_{0}<d / B_{5} L \omega-I_{1}^{M} / \omega$, for $0 \leq|u|_{0} \leq E d, t \in[0, \omega]_{\mathbb{T}} ;$
$\left(S_{2}\right)|f(t, u)|_{0}>b / A_{5} \omega-I^{m} / \omega$, for $b \leq|u|_{0} \leq b / \delta, t \in[\eta, l]_{\mathbb{T}} ;$
$\left(S_{3}\right)|f(t, u)|_{0}<a / B_{5} \omega-I_{2}^{M} / \omega$, for $0 \leq|u|_{0} \leq a, t \in[0, \omega]_{\mathbb{T}}$.
Theorem 3.2. Under assumptions $\left(S_{1}\right)-\left(S_{3}\right)$ and $\left(P_{1}\right)-\left(P_{5}\right)$, system (1.3) has at least three positive $\omega$-periodic solutions $x_{1}, x_{2}$, and $x_{3}$ satisfying

$$
\begin{align*}
& \sup _{t \in[0, \omega]_{\mathbb{T}}}\left|\left(\Phi x_{i}\right)(t)\right|_{0} \leq d, \quad i=1,2,3, \quad b<\inf _{t \in[0, \omega]_{\mathbb{T}}}\left|x_{1}(t)\right|_{0}, \\
& a<\sup _{t \in[0, \omega]_{\mathbb{T}}}\left|x_{2}(t)\right|_{0}, \quad \text { with } \inf _{t \in[\eta, l]_{\mathbb{T}}}\left|x_{2}(t)\right|_{0}<b, \quad \sup _{t \in[0, \omega]_{\mathbb{T}}}\left|x_{3}(t)\right|_{0}<a . \tag{3.7}
\end{align*}
$$

Proof. For $x \in \overline{K(\gamma, d)}$, there is $\gamma(x)=\sup _{t \in[0, \omega]_{\mathbb{T}}}|(\Phi x)(t)|_{0} \leq d$. From Lemma 3.1, we have $\sup _{t \in[0, \omega]_{\mathbb{T}}}|x(t)|_{0} \leq E d$, that is $0 \leq|x(t)|_{0} \leq E d$, for $t \in[0, \omega]_{\mathbb{T}}$. By assumption $\left(S_{1}\right)$, for $x \in K$, there is $H x \in K$, and

$$
\begin{align*}
|(H x)(t)|_{0} & =\left|\int_{t}^{t+\omega} G(t, s) f\left(s, x_{s}\right) \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} E\left(t, t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right)\right|_{0} \\
& \leq B_{5} \sum_{k=1}^{n} \int_{t}^{t+\omega}\left|f_{k}\left(s, x_{s}\right)\right| \Delta s+B_{5} \sum_{k=1}^{n} \sum_{j=1}^{p}\left|I_{j}\left(x\left(t_{j}\right)\right)\right| \\
& =B_{5} \int_{0}^{\omega}\left|f\left(s, x_{s}\right)\right|_{0} \Delta s+B_{5} \sum_{j=1}^{p}\left|I_{j}\left(x\left(t_{j}\right)\right)\right|_{0}  \tag{3.8}\\
& \leq B_{5} \int_{0}^{\omega}\left(\frac{d}{B_{5} L \omega}-\frac{I_{1}^{M}}{\omega}\right) \Delta s+B_{5} I_{1}^{M} \\
& \leq \frac{d}{L^{\prime}}
\end{align*}
$$

then

$$
\begin{align*}
r(H x)(t) & =\sup _{t \in[0, \omega]_{\mathbb{T}}}|\Phi(H x)(t)|_{0}=\sup _{t \in[0, \omega]_{\mathbb{T}}} \int_{0}^{\omega}|h(t, s) \|(H x)(s)|_{0} \Delta s \\
& \leq \sup _{t \in[0, \omega]_{\mathbb{T}}}\left\{\int_{0}^{T}|h(t, s)| \Delta s\right\} \cdot \frac{d}{L}  \tag{3.9}\\
& =d .
\end{align*}
$$

Therefore, $H: \overline{K(\gamma, d)} \rightarrow \overline{K(\gamma, d)}$.
To check condition (1) of Theorem 2.9, we take $|\tilde{x}|_{0}=b / \delta$. It is easy to see that $\tilde{x} \in$ $K(\gamma, \theta, \alpha, b, b / \delta, d)$, and $\alpha(\tilde{x})=b / \delta>b$, and so $\{x \in K(\gamma, \theta, \alpha, b, b / \delta, d) \mid \alpha(x)>b\} \neq \emptyset$.

Hence, for $x \in K(\gamma, \theta, \alpha, b, b / \delta, d)$, there is

$$
\begin{equation*}
\inf _{t \in[\eta, l]_{\mathbb{T}}}|x(t)|_{0} \geq b, \quad \sup _{t \in[0, \omega]_{\mathbb{T}}}|x(t)|_{0} \leq \frac{b}{\delta^{\prime}}, \quad \sup _{t \in[0, \omega]_{\mathbb{T}}}|(\Phi x)(t)|_{0} \leq d \tag{3.10}
\end{equation*}
$$

that is, $b \leq|x(t)|_{0} \leq b / \delta, 0 \leq|(\Phi x)(t)|_{0} \leq d$, for $t \in[\eta, l]_{\mathbb{T}}$.
Then, by assumption $\left(S_{2}\right)$, we have

$$
\begin{align*}
\alpha(H x)(t) & =\inf _{t \in[\eta, l]_{\mathbb{T}}}\left\{\left|\int_{t}^{t+\omega} G(t, s) f\left(s, x_{s}\right) \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} E\left(t, t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right)\right|_{0}\right\} \\
& \geq \inf _{t \in[0, \omega]_{\mathbb{T}}}\left\{\left|\int_{t}^{t+\omega} G(t, s) f\left(s, x_{s}\right) \Delta s+\sum_{j: t_{j} \in[t, t+\omega)_{\mathbb{T}}} E\left(t, t_{j}\right) I_{j}\left(x\left(t_{j}\right)\right)\right|_{0}\right\} \\
& \geq A_{5} \int_{t}^{t+\omega}\left|f\left(s, x_{s}\right)\right|_{0} \Delta s+A_{5} \sum_{j=1}^{p}\left|I_{j}\left(x\left(t_{j}\right)\right)\right|_{0}  \tag{3.11}\\
& >A_{5} \omega\left(\frac{b}{A_{5} \omega}-\frac{I^{m}}{\omega}\right)+A_{5} I^{m} \\
& =b
\end{align*}
$$

that is, $\alpha(H x)>b$ for all $x \in K(\gamma, \theta, \alpha, b, b / \delta, d)$. This shows that condition (1) of Theorem 2.9 is satisfied.

Secondly, by the cone $K$ we defined, we have $\alpha(H x) \geq \delta \theta(H x)>\delta(b / \delta)=b$ for all $x \in K(\gamma, \alpha, b, d)$ with $\theta(H x)>b / \delta$. Thus condition (2) of Theorem 2.9 is satisfied.

Finally, we show that condition (3) of Theorem 2.9 also holds. Clearly, as $\psi(0)=0<a$, there holds $0 \notin R(\gamma, \psi, a, d)$. Suppose that $x \in R(\gamma, \psi, a, d)$ with $\psi(x)=a$, and this implies that for $t \in[0, \omega]_{\mathbb{T}}$, there is $\sup _{t \in[0, \omega]_{\mathbb{T}}}|x(t)|_{0}=a, \sup _{t \in[0, \omega]_{\mathbb{T}}}|(\Phi x)(t)|_{0} \leq d$. Hence,

$$
\begin{equation*}
0 \leq|x(t)|_{0} \leq a, \quad 0 \leq|(\Phi x)(t)|_{0} \leq d, \quad \text { for } t \in[0, \omega]_{\mathbb{T}} . \tag{3.12}
\end{equation*}
$$

So by assumption $\left(S_{3}\right)$, we have

$$
\begin{align*}
\psi(H x) & =\sup _{t \in[0, \omega]_{\mathbb{T}}}|(H x)(t)|_{0} \\
& \leq B_{5} \int_{0}^{\omega}\left|f\left(s, x_{s}\right)\right|_{0} \Delta s+B_{5} \sum_{j=1}^{p}\left|I_{j}\left(x\left(t_{j}\right)\right)\right|_{0}  \tag{3.13}\\
& <B_{5} \int_{0}^{\omega}\left(\frac{a}{B_{5} \omega}-\frac{I_{2}^{M}}{\omega}\right) \Delta s+B_{5} I_{2}^{M} \\
& =a
\end{align*}
$$

So, condition (3) of Theorem 2.9 is satisfied.
Therefore, by Theorem 2.9, we obtain that the operator $H$ has at least three fixed points. This completes the proof.

## 4. An Example

Consider the following system with time delays

$$
\begin{gather*}
x^{\Delta}(t)=A(t) x(t)+f\left(t, x_{t}\right), \quad t \neq t_{j}, t \in \mathbb{T}, \\
x\left(t_{j}^{+}\right)=x\left(t_{j}^{-}\right)+I_{j}\left(x\left(t_{j}\right)\right), \tag{4.1}
\end{gather*}
$$

where
$A(t)=\left[\begin{array}{rr}2 & 1 \\ -1 & 4\end{array}\right], \quad\left|f\left(t, x_{t}\right)\right|_{0}= \begin{cases}\frac{|\sin 2 \pi t|}{10}+\frac{\left|x_{1}(t-\tau(t))\right|+\left|x_{2}(t-\vartheta(t))\right|}{100}, & |x|_{0} \leq 65, \\ 3000+\frac{\left|x_{1}(t-\tau(t))\right|}{5 \times 10^{6}+|\sin 2 \pi t|}+\frac{\left|x_{2}(t-\vartheta(t))\right|}{5 \times 10^{6}+|\cos 2 \pi t|}, & |x|_{0}>65,\end{cases}$
$\tau, \vartheta \in C(\mathbb{T}, \mathbb{R})$ are $\omega$-periodic functions and

$$
\begin{equation*}
I_{j}\left(x\left(t_{j}\right)\right)=\left(0.01\left|\sin \left(x_{1}\left(t_{j}\right)\right)\right|, 0.01\left|\cos \left(x_{2}\left(t_{j}\right)\right)\right|\right)^{T}, \quad j=1,2, \ldots, 10 \tag{4.3}
\end{equation*}
$$

and then

$$
\begin{equation*}
0<I_{1}^{M}, I_{2}^{M}, I^{m} \leq 0.2 \tag{4.4}
\end{equation*}
$$

From above, we can get

$$
\begin{gather*}
e_{A}\left(t, t_{0}\right)=e_{3}\left(t, t_{0}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+e_{3}\left(t, t_{0}\right) \int_{t_{0}}^{t} \frac{1}{1+3 \mu(s)} \Delta s\left[\begin{array}{ll}
-1 & 1 \\
-1 & 1
\end{array}\right]  \tag{4.5}\\
e_{A}(t, \sigma(s))=e_{A}(t, s)(I+\mu(s) A(s))^{-1}, \quad e_{A}(\sigma(t), t)=I+\mu(t) A(t)
\end{gather*}
$$

Case 1. $\mathbb{T}=\mathbb{R}$, and $\omega=1$,

$$
\begin{gather*}
e_{A}(t, s)=e^{3(t-s)}\left[\begin{array}{cc}
1-(t-s) & (t-s) \\
-(t-s) & 1+(t-s)
\end{array}\right], \quad e_{A}(t, \sigma(s))=e_{A}(t, s), \quad e_{A}(\sigma(t), t)=I \\
G(t, s)=\left(e_{A}(0, \omega)-I\right)^{-1} e_{A}(t, s), \quad E(t, s)=\left(e_{A}(0, \omega)-I\right)^{-1} e_{A}(t, s) \tag{4.6}
\end{gather*}
$$

By a direct calculation, we can get

$$
\begin{equation*}
A_{2}=0.0027, \quad B_{2}=43.3828, \quad A_{5}=0.0579, \quad B_{5}=61.2006 \tag{4.7}
\end{equation*}
$$

then $\delta=6.2237 \times 10^{-5}$, choose $a=65, b=70, L=1, d=2 \times 10^{6}$, and then

$$
\begin{align*}
& \left|f\left(t, x_{t}\right)\right|_{0}<\frac{1}{10}+0.65=0.75<1.0621-I_{1}^{M}, \quad \text { for }|x|_{0} \in[0,65] \\
& \left|f\left(t, x_{t}\right)\right|_{0}<3000+6.428 \times 10^{3}<3.27 \times 10^{4}-I_{2}^{M}, \quad \text { for }|x|_{0} \in\left[0,3.214 \times 10^{10}\right]  \tag{4.8}\\
& \left|f\left(t, x_{t}\right)\right|_{0}>3000+\frac{70}{5 \times 10^{6}+2}>1290-I^{m}, \quad \text { for }|x|_{0} \in\left[70,1.1247 \times 10^{6}\right]
\end{align*}
$$

According to Theorem 3.2, when $\mathbb{T}=\mathbb{R}$, system (4.1) exists at least three positive periodic solutions $\widehat{x}_{1}, \widehat{x}_{2}, \widehat{x}_{3}$, and $\sup _{t \in[0, \omega]_{\mathbb{T}}}\left|\widehat{x}_{3}(t)\right|_{0}<65<\sup _{t \in[0, \omega]_{\mathbb{T}}}\left|\widehat{x}_{2}(t)\right|_{0}, \inf _{t \in[\eta, l]_{\mathbb{T}}}\left|\widehat{x}_{2}(t)\right|_{0}<$ $70<\inf _{t \in[0, \omega]_{T}}\left|\widehat{x}_{1}(t)\right|_{0}$.

Case 2. $\mathbb{T}=Z$, and $\omega=1$,

$$
\begin{gather*}
e_{A}(t, s)=4^{(t-s)}\left[\begin{array}{cc}
1-\frac{(t-s)}{4} & \frac{(t-s)}{4} \\
-\frac{(t-s)}{4} & 1+\frac{(t-s)}{4}
\end{array}\right], \quad e_{A}(t, \sigma(s))=e_{A}(t, s)(I+A(s))^{-1},  \tag{4.9}\\
e_{A}(\sigma(t), t)=I+A(t), \quad G(t, s)=\left(e_{A}(0, \omega)-I\right)^{-1} e_{A}(t, s)(I+A)^{-1}, \\
E(t, s)=\left(e_{A}(0, \omega)-I\right)^{-1} e_{A}(t, s) .
\end{gather*}
$$

By a direct calculation, we can get

$$
\begin{equation*}
A_{2}=0.0208, \quad B_{2}=4.4443, \quad A_{5}=0.0286, \quad B_{5}=4.6666 \tag{4.10}
\end{equation*}
$$

then $\delta=0.0047$, choose $a=50, b=80, L=1, d=2 \times 10^{4}$, and then

$$
\begin{align*}
& \left|f\left(t, x_{t}\right)\right|_{0}<\frac{1}{10}+0.5=0.6<10.714-I_{1}^{M}, \quad \text { for }|x|_{0} \in[0,50] \\
& \left|f\left(t, x_{t}\right)\right|_{0}<3000+0.8511=3000.8511<4285.776-I_{2}^{M}, \quad \text { for }|x|_{0} \in\left[0,4.2553 \times 10^{6}\right] \\
& \left|f\left(t, x_{t}\right)\right|_{0}>3000+\frac{80}{5 \times 10^{6}+2}>2797.203-I^{m}, \quad \text { for }|x|_{0} \in\left[80,1.7021 \times 10^{4}\right] \tag{4.11}
\end{align*}
$$

According to Theorem 3.2, when $\mathbb{T}=\mathbb{Z}$, system (4.1) exists at least three positive periodic solutions $\tilde{x}_{1}, \tilde{x}_{2}, \tilde{x}_{3}$, and $\sup _{t \in[0, \omega]_{\mathbb{T}}}\left|\tilde{x}_{3}(t)\right|_{0}<50<\sup _{t \in[0, \omega]_{\mathbb{T}}}\left|\tilde{x}_{2}(t)\right|_{0}, \inf _{t \in[\eta, l]_{\mathbb{T}}}\left|\tilde{x}_{2}(t)\right|_{0}<$ $80<\inf _{t \in[0, \omega]_{T}}\left|\tilde{x}_{1}(t)\right|_{0}$.
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