Frioui et al. Advances in Continuous and Discrete Models (2024) 2024:12 Advances in Continuous
https://doi.org/10.1186/s13662-024-03806-7 .
and Discrete Models

RESEARCH Open Access

Check for
updates

Parametrized multiplicative integral
inequalities

Assia Frioui', Badreddine Meftah', Ali Shokri?, Abdelghani Lakhdari® and Herbert Mukalazi**

“Correspondence:

hmukalazi@kyu.ac.ug Abstract

“Department of Mathematics and . . . . T . .

Statistics, Faculty of Science, In this paper, we introduce a biparametrized multiplicative integral identity and
Kyambogo University, Kampala, employ it to establish a collection of inequalities for multiplicatively convex

Uganda _ o mappings. These inequalities encompass several novel findings and refinements of
Full list of author information is . , . . .

available at the end of the article established results. To enhance readers’' comprehension, we offer illustrative examples

that highlight appropriate choices of multiplicatively convex mappings along with
graphical representations. Finally, we demonstrate the applicability of our results to
special means of real numbers within the realm of multiplicative calculus.

Mathematics Subject Classification: 26A33; 26A51; 26D10; 26D15

Keywords: Parametrized identity; Integral inequalities; Multiplicative integral and
derivative; Multiplicative convexity; Holder inequality; Power mean inequality

1 Introduction

In the latter part of the 17th century, Isaac Newton and Gottfried Wilhelm Leibniz estab-
lished the groundwork for differential and integral calculus. Today, this field stands as one
of the most widely applicable branches of mathematics and it is referred to as Newtonian
calculus. The fundamental operations of Newtonian calculus, integration and differentia-
tion, correspond to the infinitesimal counterparts of the arithmetic operations of addition
and its inverse, subtraction. Consequently, this calculus is sometimes termed additive cal-
culus, highlighting that its primary operation is addition.

In 1967, Grossman and Katz [15] first introduced a type of non-Newtonian calculus,
known as multiplicative calculus, where multiplication and division take the place of ad-
dition and subtraction, respectively. This approach proves particularly advantageous when
handling exponentially varying mappings.

A comprehensive mathematical exposition of multiplicative calculus was presented by
Bashirov et al. [5]. Furthermore, in the existing literature, traces of a similar calculation
proposed by mathematical biologists Volterra and Hostinsky [28] in 1938 can be found,
known as the Volterra calculation, which is recognized as a specific instance of multiplica-
tive calculus.

The advantage of using multiplicative calculus, or non-Newtonian calculus, lies in its
simplicity for modeling exponential growth phenomena, as it directly employs multiplica-
tion and division to handle proportional relationships and constant relative growth rates.
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This approach offers an intuitive representation of processes with multiplicative changes,
making it particularly useful for analyzing natural phenomena exhibiting exponential or
multiplicative behavior, such as population growth, compound interest, biological decay,
and viral spread. Furthermore, the straightforward calculations and potential for compu-
tational efficiency make it versatile and applicable to various fields, offering novel insights
and innovative solutions in mathematics, biology [13], economics and finance [6], physics
and engineering [27], and other domains.

The concept of convexity holds significant and central importance across various do-
mains, and it is closely intertwined with the development of the theory of inequalities. We
recall that a function ¢ is considered convex on the interval I C R if the inequality

p(tx+ (1-1)y) < tp®) + (1 - 1))

holds for all v,y € I and ¢ € [0, 1] [24].

This theory serves as a fundamental tool in studying properties of solutions of differ-
ential equations and in error estimates of quadrature formulas. Several papers addressing
quadrature methods can be found in [4, 9, 12, 26] and the references cited therein.

The Hermite—Hadamard inequality stands as the fundamental inequality for convex
functions, and it can be expressed as follows: For any convex function ¢ on the interval
[0, k] with o < k, the inequality states that

otk L[ (o) + ¢(k)
o(55) = otg [ o= 2O, (1)

The concept of convexity has undergone various extensions aimed at encompassing
broader classes of functions. Among these extensions there is one that aligns with multi-
plicative calculus, referred to as logarithmic convexity or multiplicative convexity, defined
as follows:

Definition 1.1 ([20]) A function ¢ : I C R — R" is termed as log-convex or multiplica-
tively convex if

o(tx+ (1-2)y) < [e@] o]
holds for all x,y € I and all £ € [0, 1].

In a recent study, Ali et al. [1] introduced the counterpart of inequality (1) specifically
applicable to multiplicatively convex mappings. The corresponding expression is as fol-
lows:

¢<Q *”) < ( f Ksa(u)d")”“" < Vo9,
o

2

Additionally, Khan et al. [16] established Hermite—Hadamard-type inequalities, includ-
ing midpoint- and trapezoid-type inequalities, in the same context. In [3], Ali et al. in-
vestigated Ostrowski- and Simpson-type inequalities for multiplicatively convex map-
pings. Chasreechai et al. presented some Simpson- and Newton-type inequalities in [11],
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while the dual-Simpson- and Maclaurin-type inequalities for the same class of map-
pings were established in [18] and [17], respectively. For further insights into the lat-
est advancements on this topic, we encourage readers to explore the referenced articles
[2,7,8,10, 14, 19, 21-23, 25] and the comprehensive bibliographies provided therein.

Motivated by the aforementioned cited papers, this study introduces a biparametrized
multiplicative integral identity. Building upon this identity, we establish a set of one-, two-,
and three-point Newton—Cotes-type inequalities for increasing multiplicatively differen-
tiable convex mappings. The obtained results include both previously unknown findings
and refinements of several other already established results.

The rest of this paper is structured as follows: Sect. 2 provides the essential background
on multiplicative calculus. In Sect. 3, we introduce a novel biparametrized identity, which
serves as the foundation for deriving a series of multiplicative inequalities applicable to the
class of multiplicatively convex mappings. To support and validate our findings, an illus-
trative example with graphical representations is presented in Sect. 4. In Sect. 5, we show-
case practical applications that demonstrate the significance of the obtained inequalities.
Finally, Sect. 6 concludes the paper and outlines potential directions for future research.

2 Preliminaries
In this section, we review several definitions, properties, and concepts related to multi-
plicative differentiation and integration.

In [5], Bashirov et al. introduced the concept of * derivative, called multiplicative deriva-
tive, in the following way:

Definition 2.1 ([5]) Suppose a function ¢ : R — R* is positive. The multiplicative deriva-

tive denoted by ¢* is given by

@Y _ et = tim (£ ;
du ‘h‘i‘%< o) ) ‘

The relation between ¢* and the ordinary derivative ¢’ is as follows:

@ (u) = eIne@)’
Based on this representation, we indicate that a mapping ¢ is increasing if and only if
p*>1.

Proposition 2.2 ([5]) Ifthe mappings ¢ and ¢ are both multiplicatively differentiable, and
v is differentiable, then the mappings a g, o¢, ¢ + ¢, ¢/¢, ¢V, and ¢ o ¥ all have multi-
plicative derivatives as well, where « is an arbitrary constant. In addition, the following
properties hold:

o (o) () = ¢*(w),
(99)*(u) = w*(u)qﬁ*(uz(,u) »
o (0 + B () = (1) T % (o) 00
(5)"(u) = £,
o (0") () = ¢* (@) P (u)”'®,
o (po ) (W) = ¢* (Y(w)"'®.

.

.
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Bashirov et al. also introduced the multiplicative integral operator in the following man-

/Q K((p(u))du = exp( /Q ' In(g(w)) du).

Proposition 2.3 ([5]) If ¢ and ¢ are positive and Riemann integrable mappings on [0, k],

ner:

then ¢ is multiplicatively integrable on [o, k] and
o [Py = (S (o,
o [X @)™ = [ (@)™ [ ()",
€ (o(u))34
I =
o [y (o)™ = [Z(e)™ [ ()™, o <c <k,
o [y @)™ =1and [} (@)™ = ([ (@w)?)™.

Theorem 2.4 ([5]) Suppose ¢ : [0,k] — R is multiplicatively differentiable, and ¢ :
lo,k] = R is differentiable. Then the mappings (¢*)® and ¢® are multiplicatively inte-
grable, and we have that

~ go(lc)¢(") y 1
9" [y )

[
4

This relation is known as multiplicative integration by parts.

Lemma 2.5 ([3]) Let ¢ : [0,x] — R be multiplicatively differentiable, ¢ : ] C R — R and
¥ : [0,k] = R be two differentiable mappings. Then we have

o Vs 9 ()?® 1
/Q (v" () ) - o(U (@)@ 2 (o (w))? )

3 Main results
Throughout the rest of the paper, we make the assumption that [g,«] is a subinterval of
[0,00), and ¢ : [0, k] — R* is a multiplicatively differentiable function on [p, ], with ¢* €
L'[o, k]. Before proceeding to state the results, the following notation is used:

(0+k—2x)(1-1)

(0+Kk=2x)A+2(x—0) 0+K (k—0) (0+k=2x)1+2(x—0)
2ok k)= plx) 20 gl — plo+k-x) o, (2)

0+K

with 2 > 0 and x € [0, 55~ ].
To establish our findings, we must rely on the following lemma.

Lemma 3.1 Forall . > 0andx € [0, %], the following identity for multiplicative integrals
holds:

Z(0,1,3 15 9) X ( / (p(u)d”)
o

(@-0)

) </ol(‘p*((1 ~t)o + tx)t)dt> =0




Frioui et al. Advances in Continuous and Discrete Models (2024) 2024:12 Page 50f 18

(0+K—2x)%

1 t—AN dt =)
([ (e (amomett) ) )
0 2
2
1 t=(1-2)\ dey G2
x(/ ((p*((l—t)Q;K+t(Q+K—x)) ) ) ‘
0

1
0

where Z is defined in (2).

Proof Let

L= <f01((<0*((1 — 1o + tx))t)dt>—’

1 t—AN\ dt =
12=(/0 (<¢*<(1—t)x+tQ;K)) ) ) ( ),

(Q+K—2x)2

1 t—(1-1)\ dt H—o
13=</ <¢*<(1—t)Q;K+t(Q+K—x)) ) ) o ,
0

and

@0
k=0

L= (/01((90*((1 ~t)(g+Kk—x)+ tK))H)df>

Using Lemma 2.5, from I; we have

h= ([ (@ -00 )

- /01((<P*((1 —t)o+ tx))ufg) ’;:gh)dt
_ e .
! S (1 - £)g + tx)) =0 )
= 1
o exp 3 (22 Ing(((1 - t) + tx)) dt

= 1
Q exp [, (5 Ing(u)) du
w1

(2 pluyin) =2

=<p(x)%< / q)(u)d“) 3)
o

17
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Likewise,

([ (o) )
[

2—0) (t— A))dt
(0+K=2%) (1
) ( (g+/<))—2 o (1-1) 1

() 5T A (1 - e+ £225)) T Y

(0+Kk—2x)
(p(%5) 0 P 1
G

(o) T exp fy S In(p((1 - Hx + £45)) dt

N

(Q-HC 2x)

(ke — (1-2) K~
< (Q+K)) o) ((p(x))% _ 1
exp [ 7 é In(p(u)) du

0+K

2/< Zx) (1-4) +K 2x = g%:(
w(Q +/<>> ) ((p(x)) Mowe=22) (/ ((p(u))du> , @
t—(1-2)\ dt %
+t(Q+K—x)>) ) )

0+Kk—2x (0+Kk—2x)

g2 (t—(l—A))>dt

o ([ ({10
[ (o0t

il +t(Q+/<—x)>

Mo+k—2x)
_¢plo+r—x) >0 1
(1-. )L) Q+K —2x) (0rx—2%)
e(55) S @1 =B + £(0 + k —x)) 20 )t
Mo+k—2x)
_glo+x—x) 20 1

() A exp [y G (1= % + o +k — ) dt

(1-A)(0+k—2x)

( ))\(g(ﬂ( Z)x) <Q + K) 2(k-0) 1
= + K —x) e
vie \ 2 exp [L3 " L In(p () du

(1-2\)(0+x—2x)

1
Mo+k—2x) 0+K 2(k—0) 0+K—X d =
= (p(Q + K —x) 2(k—0) ¢<T> (‘/;H( ((p(u)) u) ) (5)

2

and

@0

k=0

L= (fol((w*((l ~t)(o+Kk—x)+ m))“)dt)

1
- / (e* (-0 +x—x)+ tx))(" 022t 1))d
0
_ 1 1
(9o +x—x)) 0 [1(p((1—£)(0 + K — ) + tic)) =0 )t
= (plo+x - x))_g 1

exp f, =2 CIn(p((1 - t)(o +k —x) + t)) dt
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r—0 1
exp f;H ﬁ In(¢ () du

b

= (plo+x - x))

1

= (plo+x —x))% (/ (w(u))d”> . (6)
o

+K—X

By multiplying the equalities (3)—(6), we obtain the desired result, and thus, the proof is
completed. O

Theorem 3.2 For an increasing multiplicatively differentiable mapping ¢ : [0,x] — R* on
k1, if * is multiplicatively convex on [0, k], then the following inequality holds for A > 0:

‘Z(Q,K,x,k;w) y ( / go(u)d">”
o

C1 (M) (o+r—2%)%

(x-0)* 0+K 12(c—0)
= (¢"(@)¢" (k) =0 ( )

2

8(x-0)%+Co (M) (0+x—2%)%

X ((p*(x)(p*(g s _x)) 24(k—0)

where
2-31+203 for0<A <1,
Ci(h) = 7)
3A=2 forx>1,
1-31+6X2-223 for0<ir<1,
Co(A) = 8)
3xr-1 forx>1,

and Z is defined in (2).

Proof Based on Lemma 3.1 and the properties of multiplicative integrals, we can deduce

the following:

’zm,x %59) X ( f go(u)d">

S{ G- Q)zf |In(e —tQ+tx))|dt}

1 -2
% expM/ ln<¢)*<(1—t)x+tQ;K> )’dt}
0

4(k - 0)

1 t—(1-1)

X expwf ln((p*((l—t)Q d +t(Q+K—x)> )‘dt}
0

(-0 +k - x)+t/<) 1)|dt}

4(k - 0)

X

PR
={CXP%/O t‘ln((p*((l_t)9+tx))|dt}

-2 2 1
X {exp%/o [t — Al ln(go*<(1—t)x+tQ;K)>‘dt}
ln< *((1—t)Q+K +t(g+/<—x))>‘dt}

x{exp Q;(K_szc /\t (1- A)|
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oy g
X{exp (’;_@Z /0(1—t)|1n(<p*((1—t)(g+/c—x)+tk))|dt}.
Using the multiplicative convexity of o*, we get
2ok < | o)
e
{exp(’;_(’; fo tin(p*(0)" e *())dt}
x (Q+K 20)* /|t Mln( @) *(—K)t>dt}
x (Q“‘ 20)° /\t (1- ,\){m( ( >_t go*(gm-x)f)dt}

=<

X 1exp __QQ /0 (1-8)In(¢*(0 + k — %) @*(k)) dt}
= {exp (i—_QQ)Z /01 t((1 - 1) In(¢*(0)) + tIn(p*(x))) dt}

X {exp 4@;—(;{__@2?)2 /01 [t = A ((1 -)n(¢* () + tln(g&*(%))) dt}

(0 + Kk — 2x)?

{exP 4(k - 0)
( - ln(¢*<%)>+tln((p*(g+/c—x))>dt}

VIS
x {exp (Q’i _QQ) /0 (1-6)((1 -9 1In(p*(0 + k —x)) + tIn(p*(x))) dt}. 9)

1
/|t—(1—)\)|
0

Here, we distinguish two cases:
1.For0 <A <1, (9) gives

’Z(Q,K,x,k;w) x ( / w(u)”’”>
o

oy B0 (Inle*(@) | In(p"(x)
1P K—0 6 * 3

(0+Kk —2x)% [1-31+6A2—2)3
X
P 4(k — 0) 6

2-31+223 Jo+K
+ In{ ¢
6 2
(0+Kk —2x)% (2 -31+2A3 Lotk
X §€xp In| ¢
4(k - 0) 6 2
1-31+612-2A3
+

; In(p*(0 + —x)))}

(x—0)? (In(p*(0 +x —x)) In(¢p*(k))
X 1exp o 3 + 6

In(¢*(x))
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o) )2
= {EXP(ln(w*(Q)é‘T%w*(x)%))}

(2-324223) (0 +x—2x)2

(1-32+622-223) (0 +k—2x)2 +K 24(k—0)
X {exp(ln ((p*(x) 22(—) o* <Q >
(2-31+223) (0 +x—2x)%
) (1-30+622-223) (0 +x—2x)2

24(k-0)
flole(e5) 5 i)

X {exp(ln((p*(g + i — x) 36-0) @* (i) 60 ))}

(2-30+223) (0 +x—2x)2

0)? <Q +K 12(k—0)

= (¢*(0)¢* (k) %w*

2
8(x—0)2 +(1-31+622-223) (0 +x—2x)2
X (go*(x)w*(g +K - x)) 24(c—0) )
where we have used the facts that
1 1 .
/ (l_t)zdt:/ cdi=3, (10)
0 0 3
! 1
/ t(1-t)dt ==, )
0 6

1 1
/ |t—(1—k)|tdt:/ |t—Al(1-t)dt
0 0

s 1
:/ (A—t)(l—t)dt+/ E-2A-1t)dt
0 A

1-31+6)2-2)3
= 5 , (12)

and
1 1
/\t—(l—k)\(l—t)dt:/ |t — Altdt
0 0

A 1
= A—t)td - Mtd
/O( bt t+/A (t—A)tdt

2 -3 +2A3
= (13)

2.For A > 1, (9) gives

IZ(Q»K:% A@) x (/ gv(u)d”) QTK
Q

_ { (x-0)? (ln(fp*(g)) ln(so*(x))>}
= Jexp

+
k-0

6 3

—2x)?% /3r-1 3A-2
oo e (P mew) (o (45)))

x{ex (Q+K—2x)2<3k—21n< *(Q+K>)+3)\,—11n( “ +K—x))>}
P o) 6 Y 2 6 wie

Page 9 0of 18
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(x—0)* (In(p*(0 +x —%)) In(p*(k))
X 1€XP— — 0 3 + 5

(x-0)*

(@-0)?
- {exp(In(* (@)= " (x) ) |
(31=2)(0+Kk—2%)2
(31—1)(Q+K—2x)2 Q + K 24(k—0)
X {exp(ln<<p*(x) 24(k-0) (p*( 5 ) )) }

(3=2)(0+x—2x)%

T 24(k—0) (35-1)(0+x—2x)2
o (1) )

(-0)® (@-0)*

x {exp(In(p* (o + K — x) 3% g* (k) G=a1 ) ) }

(3r=2)(0+k —Zx)2
0+kK 12(k—0)
2

* * (9‘*@)2 *
= (¢ (0)¢* (k)
8(x—0)%+(3A—1)(0+k—2%)2

X (Qﬂ*(x)w*(g +K— x)) 24(c—0)

where we have used (10), (11), and the facts that

1 1 1 3)\._1
/ |t—(1—k)|tdt=/ |t—A|(1—t)dt=/ -t -t)dt=—— (14)
0 0 0 6
and
1 1 1 34 -2
/ |t—(1—A)|(1—t)dt=/ |t—)\|tdt=/ (L —t)tdt="—. (15)
0 0 0 6
This completes the proof. O

Corollary 3.3 In Theorem 3.2, if we take x = o, we obtain the following parametrized
Simpson-type inequalities via multiplicative convexity

(1-2) x s
)} (Q”) ()3) ( ()d")
I(‘pQ @ D) (409 X /QQDM

C1(M)(k-0)

Co()(k—0) 0+K 12
< (¢*@¢ k) = w*( 5 ) :

where Cy and C, are defined in (7) and (8), respectively.

Corollary 3.4 In Corollary 3.3, if we take A = 1, we obtain the following trapezoid-type
inequalities:

k-0

< <<p*(g)w*(:«>w*<¥)) o
Remark 3.5

« The result of Corollary 3.4 is an improvement of that established by Khan et al. in

’\/w(g)w(lc) y ( / w(u)d”>Q_K
o

Theorem 4.2 of [16]. The latter can be deduced by utilizing the multiplicative
convexity of ¢*, i.e, *(5%) < \/¢*(0)p* (k).
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+ Taking A = 0, Corollary 3.3 will be reduced to Theorem 3.3 from [7] which provides a
refinement of that established by Khan et al. in Theorem 3.3 of [16].

+ Bysetting A = % in Corollary 3.3, we can simplify it to Corollary 3 from [19], which
provides a refinement of that established by Chasreechai et al. in Theorem 4.1 of [11],
specifically related to the Simpson rule.

+ By choosing A = 3 m Corollary 3.3, we recover Corollaries 3 and 4 from [8], related to
Bullen formula.

Corollary 3.6 Taking A =3 m Corollary 3.3, we obtain the following Milne-type inequali-
ties via multiplicative convextty

|[¢(9)2¢(—Q+K>_1<p(:«)2r x (/Kw(u)d”)g%
2 o
(k—0)

< (w*(Q)QD*(K))(K?))w*<Q ; K) "

Moreover, using the multiplicative convexity of ¢*, we obtain

’[@(Q)%(ﬂ)_lw(mzr x (/Kw(u)d”)g%
2 o

Corollary 3.7 In Theorem 3.2, if we take A = 1, we get the following analogue of Ostrowski’s

5K—

< (¢*(@¢*k)) =

inequalities for multiplicatively differentiable convex mappings:

+=2x)2

(o )
(x-0) 0+Kk\ 2k-o
< (¢*(0)¢*(k)) -2 w*( )

2

‘\/ ®)gp(o + K —x) (/ o(u)* )H

4x-0)% +(g+k-2%)

x (p* ()@ (0 + Kk —x)) 20

Remark 3.8
+ When substituting x = 59% and A = % into Theorem 3.2, one gets an equivalent
statement to Theorem 3.2 presented in [17].

+ By choosing x = 394“( and A =2 1n Theorem 3.2, we can simplify it to Theorem 3.2 in
[18].

Continuing in the same direction, Theorem 3.2 enables us to derive a variety of entirely
novel results, including formulas such as Corrected Simpson, Corrected dual Simpson,
Corrected Euler—Maclaurin, and more. This is accomplished by substituting appropriate
respective values for x and A.

Now, we present another result that holds when (In ¢*)? is convex.

Theorem 3.9 For an increasing multiplicatively dlﬂerentzable mapping ¢ : [0,k] > R* on
lo, k], if (Ing*)? is convex on [o0,«] for q > 1 with 1 5+ ;1 = 1, then the following inequality
holds for . > 0:

|Z(Q,K,x, A @) x </ so(u)d”> o ‘
o
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1 (o+x —2x)2

(x-0)? 0+K (Cs(hp))? 2(k—0)
< <(<p*(g)¢*(i<)) e (cv*( 5 >)

101
4(x-0)?+(C30 P (@2 (P ()7
x (¢*(®)¢*(0 + k —x)) -0 ) ,
where Cs(A, p) is given by
M (1 -2 forO<a <1,
L2y forO<a< (16)

CS()‘rp) =
W (=1 fora>1,

and Z is defined in (2).

Proof Using Lemma 3.1, the modulus function, and Holder’s inequality, we obtain

|Z(Q,K,x,>»;<p) X </ w(u)d”>w
o

2 1
<exp (x“?g) ( [ dhnge -0+ tx))ydt>
0

xepr k- 2x)2<f |t — )»|ln( (( —t)x+tQ;K>)‘dt)

—2x)2
xexp%(/o |t—(1-2) K+t(g+/<—x))’dt)

2/ 1
X exp (T(_Qg) (/ (l—t)|1n<p*((1—t)(g+K—x)+t/c)|dt>
- 0

2 1 ; 1 :
5exp%</o t”dt) (/0 |ln(go*((1—t)g+tx))|th)
1
X exp Q;(’I: ':;c (/ |t — A|pdt> (/(; ln<¢*<(1—t)x+tQ;K))
1 :
xexp%(/o |t—(1—A)|pdt>
1
“(

2/ pl 3
X exp (T(—QQ) (/ (1-2p dt)
- 0

1 7
X (/ |1n(p*((1 —t)(o+Kk—x)+ t/c)|th) . (17)
0

Inp* ((1 —t)Q il

Y
dt)

7 \a
dt)

i +t(Q+K—x))

In ¢* ((1 - t)Q

Now, it is easy to show that

/(l—t)"dt /tpdt— Jlrl (18)
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and

+1 +1
p+1 V‘p# for A > 1.

! 1 G5, WP forg < <1,
/lt—M”dtz/ [t—@ - dt= el p):[ P+l - (19)
0 0

Inserting (18) and (19) into (17), and making use of the convexity of (In¢*)?, we get
1

|Z(Q»K,x»)»;<ﬂ) x </ w(u)”’”>gK
o

§exp(x_g)2( 1 );( /0 1((1—t)(ln(¢)*(g)))q+t(ln(w*(x)))q)dt)q

k-0 \p+1

X exp

(0 +k — 2x)? (cg(x,m)é
4(k — 0) p+1

1
x(/()((l tlngo(x (
(0 +& —2x) <C3()»:P))

(594

X ex
P 4(k — 0) p+1

(ol (5 o))

X exp -o)” ( ! )E (/ (-8 (Ing*(o +k —x))" + t(Ing*(x))) dt) !

0

Q=

exp 0 ( : >é G) % ((In(¢*(e)))* + (In(¢*()))*)

k-0 \p+1

(0 +x —2x)% (C3(A,p) N NI 2N i
o (p+1)()(me>4ﬁw(2)))
(0 +K —2x)* (Cs()\:P)> < )
X exp

4(k — 0) p+1

((m(425)) g e-)’

—0)? 51\
X exp (x-0) (L> <%) (Ing*(0 +« —x))" + (Inp*(x))") 7.

k-0 \p+1

-Q\»—

(20)

Using the fact that M? + N7 < (M + N)? for M > 0, N > 0 with g > 1, (20) gives

‘Z(Q»K,x,?»ﬂp) x (/ gv(u)d”) o
Q

<exp & o <L>ﬁ (%) ‘ (In(¢*(0)) +In(¢*(x)))

k-0 \p+1

—2x)2 (C5(0, 1171%
<or e (520) () (nerwne (555))
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-

(0+Kk 202 (Cs(hp)\ 7 (1
coo G (ST) (5)

<ln¢*<%> +Ingp*(o +« —x))

PN
xexp(x_g)( 1 ) (%) (Ing*(o + k —x) + Inp*(x))

1 2
o? (C30p) P 1232
(W)™ (w(55)

1 1 1
45-0)?+(C30u9) P (=252 )( AP (3)1

x (¢*®)e* (0 + k — %)) -0

This completes the proof. O

Similar to Theorem 3.2, Theorem 3.9 allows us to derive results concerning all the
Newton—Cotes formulas with 1, 2, and 3 points by substituting the appropriate values
for x and A. The specific calculations are left to the reader.

4 Numerical example

This section is devoted to confirming the accuracy of the obtained results through an ex-
ample comprising multiple cases, with the results presented graphically using the Matlab
software.

Example4.1 Letus consider the function ¢ : [0, 1] — R*, defined by ¢ () = e ,and whose
multiplicative derivative ¢*(u) = €* is multiplicatively convex.
From Theorem 3.2, we have for all x € [0, %] and A > 0,

1022 +3(1-22+222)(1-2%)
U200 2,42y U-2pezs 1y fe 2 for0<A<l,

€ 102 +3(22.-1)(1-2x)2
I | —

e for1<A.

The above results are illustrated in Fig. 1, where the left-hand term is shown in blue,
and the right-hand term is shown in red. From this graphical representation, we observe
that the values of the left-hand term are lower than those of the right-hand term for all
x € [0, %] and X € [0, 2], which justifies the correctness of the obtained results.

0.2
0.3

04
Parameter . o parameter x o8
parameter x

(A) View 1 (B) View 2

0 Parameter i

Figure 1 lllustration for Theorem 3.2 in Example 4.1 when x € [0, %} and A €10,2]
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Table 1 Numerical validation of Corollary 3.7

X Left-hand side Right-hand side
0.00 1.1814 1.2840
0.05 1.1266 1.2270
0.10 1.0797 1.1833
0.15 1.0399 1.1517
0.20 1.0067 1.1313
0.25 0.9794 11214
0.30 0.9576 1.1219
0.35 0.9410 1.1327
040 0.9293 1.1541
045 0.9223 1.1868
0.50 0.9200 1.2316

0.1 0.2 0.3 0.4 0.5
parameter x

Figure 2 lllustration for Corollary 3.7 in Example 4.1 when A = 1 and x € [0, %]

Now, if we attempt to fix A = 1, Corollary 3.7 gives

(FPr=? 1) 1024301207
2 3 <e 12

e
The above result is detailed in Table 1 and depicted in Fig. 2.

From Table 1 and Fig. 2, it can be observed that the value on the left is less than that on
the right for all x € [0, ], which confirms the accuracy and correctness of the obtained

results.

5 Applications

5.1 Multiplicative differential equation

Assume that a bank offers various growth factors at different points in time, denoted as
@(2). If ¥ (¢) represents the value of the deposit at time ¢, then, employing the financial
interpretation of the multiplicative derivative, we straightforwardly deduce the following
multiplicative differential equation modeling the accumulated value in the bank account
at time ¢:

1//‘*(t) = g{)(t), W(O) =C, (21)

where C denotes the value in the account at the initial time moment.
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The following is the solution to the multiplicative differential equation (21):

Y(t)=C t(w(u))"”.
0

Firstly, it is important to note that the equation in this example is the multiplicative
form of the ordinary linear differential equation ¥'(£) = N/ (¢£)¥ (£), where N () = In(p(t)).
Although this equation is widely used in applications without involving multiplicative dif-
ferential equations, the financial interpretation of the multiplicative derivative facilitates
a straightforward approach to the same result.

Now, suppose we consider that the value in the account at time ¢ = 0 is equal to 1 unit
and the growth factor is described by the function ¢(¢) = ¢, and we want to calculate the
accumulated value in the bank at time ¢ = 1. In this case, exact calculation of the integral
becomes impossible, and only an approximation of it is feasible.

Instead of starting with an a priori selection of our quadrature formula, the findings
presented in this study enable a posteriori choice based on the estimation of the error in
order to minimize it as much as possible. Indeed, using the quadrature formula described
by (2) with A € [0,1] and the fact that ¢*(u) = €*, we get

1
I/f(l) _ / (eu2)du ~ e[(x2+(1—x)2)7(172§)“2x+7(1’2’2(1%)], (22)
0

and the corresponding error estimate is as follows:

1202 +(3-61+612) (1-2x)2 ]
[V E—

Er(x, 1) < el

Finally, based on the preceding estimate, we can select specific values for x and A to

minimize the error.

5.2 Special means
Consider the following means of arbitrary real numbers 01,03,...,04:

+ The arithmetic mean M(01,02; ...,0,) = L2222,
+ The harmonic mean H(01,032,...,04) = ﬁ,
01 @2 on
« The logarithmic means L(01, 02) = ﬁ, 01,02 >0 and 01 # 03;
. X k+1_ k+1 1
« The k-logarithmic means L (01,02) = (%)k, 01,02 >0, 01 #02,and

keR\ {-1,0).

Proposition 5.1 For two positive real numbers 0 < ¢ < k and p > 2, we have

MP (0,0,)+MP (0,)+MP (0.4 40)-3LL (0.) _ _ _ _ 1. plk-0)
3 r < 40P 1+9(—293+K)p 1+4(%)p 1+9(Q—+32K)1’ Lyaer~1\ So1e
e < (e .

Proof Itsuffices to apply Theorem 3.2 with x = 29% and A = 0, taking as function ¢ (u) = ¥’

with p > 2 whose multiplicative derivative and integral are given by ¢*(u) = e and
1
(f; o)™+ = exp{—Lﬁ(Q, Kk)}, respectively. a

Proposition 5.2 For two positive real numbers 0 < ¢ < k and p > 2, we have

MP (0,0,k)+MP (Q,K,K)—2L5(
2

) (k—0)
. QK < (694(p-1>+(2%+_K)10<p—1>+(%)2(p-1>+(%Z_K)low—lu,ﬁ(p—l))";6@ .
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Proof Itsuffices to apply Theorem 3.2 with x = 29% and A = 1, taking as function ¢ (u) = ¥’

with p > 2 whose multiplicative derivative and integral are given by ¢*(u) = e’ and
1

(f; Q(u)®)e= = exp{-Ly(0,«)}, respectively. a

6 Conclusion

In this research, we have introduced a significant biparametrized multiplicative integral
identity, which served as a fundamental tool in deriving a set of one-, two-, and three-point
Newton—Cotes-type inequalities. These inequalities are applicable to increasing multi-
plicatively differentiable convex mappings. Our study has contributed new and valuable
results to the field, building upon existing knowledge and refining certain previously es-
tablished findings.

The provided illustrative example has further demonstrated the validity of our results,
emphasizing the significance of the proposed approach. The graphical representations
have visually corroborated the inequalities’ behavior and reinforced their reliability. More-
over, the potential applications of these findings are expected to have broad implications
in various mathematical and scientific disciplines.

In conclusion, this study has contributed to advancing our understanding of inequalities
for multiplicative integrals and has brought to light novel insights. We hope that our work
will inspire further research in this area and find application in diverse theoretical and
practical contexts.
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